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a b s t r a c t

Scheduling with learning effects has received considerable attention recently. Often, numbers of

operations have to be done on every job in many manufacturing and assembly facilities. However, it is

seldom discussed in the general multiple-machine setting, especially without the assumptions of

identical processing time on all the machines or dominant machines. With the current emphasis of

customer service and meeting the promised delivery dates, we consider a permutation flowshop

scheduling problem with learning effects where the objective is to minimize the total tardiness. A

branch-and-bound algorithm and two heuristic algorithms are established to search for the optimal

and near-optimal solutions. Computational experiments are also given to evaluate the performance of

the algorithms.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

In classical scheduling, the job processing times are assumed
to be fixed and known throughout the entire process. However,
this assumption might not reflect many real-life situations. For
example, Biskup (1999) pointed out that repeated processing of
similar tasks improves the worker skills; workers are able to
perform setup, to deal with machine operations or software, or to
handle raw materials and components at a greater pace. Biskup
(1999) and Cheng and Wang (2000) were among the pioneers
that brought the concept of learning effects into the scheduling
field. Many researchers have devoted to this young but vivid area
since. Biskup (2008) provided a comprehensive review of the
scheduling models and problems with learning effects.

Recently, Wang (2007) considered some single-machine pro-
blems with the effects of learning and deterioration, and proved
that the makespan and the sum of completion time problems
remain polynomially solvable. He also showed that the weighted
shortest processing time rule and the earliest due date rule provide
the optimal schedules for the weighted sum of completion time and
the maximum lateness problems in some special cases. Janiak and
Rudek (2008) considered a scheduling problem in which each job
provides a different experience to the processor. They relaxed one
of the rigorous constraints, and thus each job can provide different
experience to the processor in their model. They then formulated

the job processing time as a non-increasing k-stepwise function
that in general is not restricted to a certain learning curve, thereby
it can accurately fit every possible shape of a learning function. Lee
and Wu (2004) investigated a two machine flowshop scheduling
problem with learning consideration to minimize the total comple-
tion time. They utilized the branch-and-bound algorithm incorpo-
rated with several dominance properties and lower bounds to
obtain the optimal solution. An accurate heuristic algorithm was
also proposed to obtain the near-optimal solution. Cheng et al.
(in press) studied a two-machine flowshop scheduling problem with
a truncated learning function to minimize the makespan. They
utilized a branch-and-bound and three heuristic algorithms to derive
the optimal and near-optimal solutions. Wang (2008) studied some
single-machine problems with the sum-of-processing-time-based
learning effect. He showed by examples that the classical optimal
rules no longer provide the optimal solutions under the proposed
model. He also provided the optimal solutions for some single-
machine problems under certain conditions. Cheng et al. (2008),
Lee and Wu (2009), Yin et al. (2009) and Zhang and Yan (2010)
considered a variety of models in which the actual job processing
time not only depends on its scheduled position, but also depends on
the sum of the processing times of jobs already processed. They
provided the optimal schedules for some single machine problems.
Janiak and Rudek (2010) presented a new approach called multi-
abilities learning that generalizes the existing ones and models. On
this basis, they focused on the makespan problem and provided the
optimal polynomial time algorithms for some special cases. Lee et al.
(2010) investigated a single-machine problem with the learning
effect and release times where the objective is to minimize the
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makespan. Chang et al. (2009) studied a single machine scheduling
problem, in which the learning/aging effect is considered. The
objective is to determine the common due date and the sequence
of jobs that minimizes a cost function.

Often numbers of operations have to be done on every job in
many manufacturing and assembly facilities (Pinedo, 2002; Tseng
and Lin, 2010; Wang et al., 2010; Zhao and Tang, 2012; Shabtay
et al., 2012; Sun et al., 2012). However, it is seldom discussed in the
general multiple-machine setting, especially without the assump-
tions of identical processing time on all the machines or dominant
machines. Wang and Xia (2005) studied some permutation flow-
shop problems when the learning effect is present. They provided
the worst-case bound of the shortest processing time rule for the
makespan and the total completion time problems. They also
showed that the makespan and the total completion time problems
remain polynomially solvable for two special cases. Xu et al. (2008)
provided heuristic algorithms for some permutation flowshop
problems. They also analyzed the worst case bounds for the
proposed algorithms. Wu and Lee (2009) considered a permutation
flowshop scheduling problem to minimize the total completion
time. They also analyzed the performance of the existing heuristic
algorithms when the learning effect is present.

With the current emphasis of customer service and meeting the
promised delivery dates, in this paper we consider a permutation
flowshop scheduling problem to minimize the total tardiness with
the learning effect. Although the classical problem without the
consideration of learning effects has attracted the attention of
numerous researchers due to its simple definition, most of the
research focused on developing the heuristic or meta-heuristic
algorithms due to the complexity of the problem. Recently, Vallada
et al. (2008) provided a comprehensive review of the heuristic
algorithms. To the best of our knowledge, Kim (1995) and Chung
et al. (2006) were the only authors who derived the optimal
schedules. In this paper, we provide a branch-and-bound and two
heuristic algorithms when the learning effect is present. The rest of
the paper is organized as follows. In the next section we describe the
formulation of our problem. In Section 3, we construct a branch-and-
bound algorithm using an elimination rule and a lower bound to
speed up the search for the optimal solution. In Section 4, two
heuristic algorithms are proposed to solve this problem. In Section 5,
a computational experiment is conducted to evaluate the efficiency
of the branch-and-bound algorithm and the performance of the
heuristic algorithms. A conclusion is given in the last section.

2. Problem description

There are n jobs and m machines. For each job j, there are
associated with m operations O1j, O2j, y, Omj where operation Oij

must be processed on machine i, i¼ 1,2,. . .,m. Processing of
operation Oiþ1, j can start only after operation Oij is completed.
Moreover, we focus on the permutation flowshop case which
implies the job sequence is the same in all the machines. The
normal processing time of operation Oij is denoted by pij and the
due date of job j is dj. The actual processing time pijr of operation
Oij is a function of its position in a schedule. That is,

pijr ¼ pijr
a, i¼ 1,2,:::,m; r¼ 1,2,:::,n,

if it is scheduled in the rth position and ao0 is the learning effect.
For a given schedule S, let CijðSÞ denote the completion time of

job j on machine i, TjðSÞ ¼max0,CmjðSÞ�dj denote the tardiness of
job j, and Ci½j�ðSÞ denote the completion time of the job scheduled
in the jth position on machine i. The objective of this paper is to
find a schedule that minimizes the total tardiness, a widely used
performance measure in scheduling literature. That is, we want to
find a schedule Sn such that

P
TjðS

n
Þr

P
TjðSÞ for any schedule S.

3. A branch-and-bound algorithm

The problem under study is NP-hard since it already is even
without the learning effect (Pinedo, 2002). Thus, the branch-and-
bound algorithm might be a good way to obtain the optimal
solution. In this section, we first provide a dominance property,
followed by the lower bound to speed up the search process, and
finally the branch-and-bound algorithm.

3.1. Dominance property

Chung et al. (2006) gave a dominance property for the classical
problem. In this subsection, we modified the property to take the
learning effect into consideration. Before presenting the property,
we first state a lemma from Chung et al. (2006).

Lemma 1. max0,a�bZmax0,a�c�max0,b�c for arbitrary real
numbers a, b, and c.

Property 1. Suppose that S1 ¼ ðs1,pÞ and S2 ¼ ðs2,pÞ are two
sequences where s1 and s2 are partial sequences which contains
the same set of s jobs. If

Xs

j ¼ 1

T ½j�ðs2Þ�
Xs

j ¼ 1

T ½j�ðs1ÞZðn�sÞmax0, max
1r irm

Ci½s�ðs1Þ�Ci½s�ðs2Þ,

then S1 dominates S2.

Proof. By definition, the completion time of the nth job of S1 on
machine m is

Cm½n�ðS1Þ ¼ max
1r irm

Ci½n�1�ðS1Þþ
Xm

l ¼ i

pl½n�n
a ¼ Ci1 ½n�1�ðS1Þþ

Xm

l ¼ i1

pl½n�n
a

for some i1 where 1r i1rm. Similarly, the completion time of the
nth job of S2 on machine m is

Cm½n�ðS2Þ ¼ max
1r irm

Ci½n�1�ðS2Þþ
Xm

l ¼ i

pl½n�n
a ¼ Ci2 ½n�1�ðS2Þþ

Xm

l ¼ i2

pl½n�n
a

for some i2 where 1r i2rm. Thus, we have

Cm½n�ðS1Þ�Cm½n�ðS2Þ ¼ ½Ci1 ½n�1�ðS1Þþ
Xm

l ¼ i1

pl½n�n
a��½Ci2 ½n�1�ðS2Þþ

Xm

l ¼ i2

pl½n�n
a�

r ½Ci1 ½n�1�ðS1Þþ
Xm

l ¼ i1

pl½n�n
a��½Ci1 ½n�1�ðS2Þþ

Xm

l ¼ i1

pl½n�n
a�

rCi1 ½n�1�ðS1Þ�Ci1 ½n�1�ðS2Þr max
1r irm

Ci½n�1�ðS1Þ�Ci½n�1�ðS2Þ

By an induction argument, we have

Cm½j�ðS1Þ�Cm½j�ðS2Þr max
ir irm

Ci½s�ðS1Þ�Ci½s�ðS2Þ for j¼ sþ1,. . .,n ð1Þ

From Lemma 1 and Eq. (1), the difference between the total
tardiness of S1 and S2 is

Xn

j ¼ 1

T ½j�ðS2Þ�
Xn

j ¼ 1

T ½j�ðS1Þ ¼
Xs

j ¼ 1

T ½j�ðS2Þ�
Xs

j ¼ 1

T ½j�ðS1Þ�½
Xn

j ¼ sþ1

T ½j�ðS1Þ�
Xn

j ¼ sþ1

T ½j�ðS2Þ�

¼
Xs

j ¼ 1

T ½j�ðS2Þ�
Xs

j ¼ 1

T ½j�ðS1Þ�
Xn

j ¼ sþ1

ðmax0,Cm½j�ðS1Þ�d½j�

�max0,Cm½j�ðS2Þ�d½j�ÞZ
Xs

j ¼ 1

T ½j�ðS2Þ�
Xs

j ¼ 1

T ½j�ðS1Þ

�ðn�sÞmax0, max
1r irm

Ci½s�ðS1Þ�Ci½s�ðS2Þ

It implies that S1 dominates S2 and this completes the proof.

Property 1. can be simplified to the case of two adjacent jobs
which is stated without proof.
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