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1. Introduction

Business-to-consumer (B2C) refers to a business model where
companies and consumers trade digitally, which also describes a
company that provides goods and services for consumers on the
internet, one of the best examples of B2C e-procurement is
the online bookstore of Amazon.com [1]. The focus of B2C
e-procurement is to suggest enticing prospects to customers
and to retain them and the share values they created [2], the final
goal of which is to convert shoppers into buyers actively and
constantly. Related studies have demonstrated that the recom-
mendation quality of a commerce system directly affects customer
satisfaction of a website [3–5]. However, most existing commerce
systems use keyword searches, which have performance limita-
tions because it is not possible for users to ask their question by
using natural language and to acquire answers instantly by
logically matching potential words that might be related. With the
development of natural language processing (NLP), natural
language search is a possible solution to the problems, thus
allowing users to express what they want in their own words. In
addition, natural language search can ‘‘read the minds’’ of users,

enabling them to use internet technology more easily, thus
improving the recommendation quality, reducing the fatigue
associated with search engine use, and transforming the search
experience into an effective, positive, and more human experience.

Existing recommender systems are mainly classified into
collaborative filtering (CF) techniques and content-based (CB)
methodologies. CF techniques recommended items by the known
preferences of users. However, new items are not included because
they have to be rated by many users before they can be
recommended. This is called the cold-start problem, which limits
their performance [6]. By contrast, CB methods recommend new
items because recommendations are based on the descriptive
characteristics of items, which rely on more specific information
about items. However, they must overcome the problems of
limited diversity and possible overspecialization. Recent studies
have demonstrated that a hybrid approach can combine the
advantages of both techniques, overcome the limitations of CF and
CB, and improve the accuracy of recommendation [7,8].

Case-based reasoning (CBR) is a popular model that develops
commerce recommendation systems [9], and is a framework with
a high compatibility of combining CF [6,10,11] as well as CB
[9,12,13]. In this technique, new problems are solved by utilizing or
modifying the solutions of similar existing problems, the core of
which is using similarity measure to quantify the differences that
exist between objects [14] because CBR uses similarity measures to
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identify cases that are similar to the problem at hand, and most of
measures that evaluate similarities of non-numeric properties are
syntactic methods (such as brute force, longest common subse-
quence, and Levenshtein distance) and calculate the string
similarity between two words [15–17] but often fail to match
exactly when confronted with the words that have associated
meanings. To overcome the limitations of syntactic approaches,
semantic similarity measure can be used that is more suitable for
describing non-numeric properties than syntactic similarities,
which also can help system to communicate directly with users
through natural languages and to eliminate the burden of query
formulation and the enormous document load needed to find the
answers. The NLP-based technologies facilitate the CBR model
that can streamline the integration and creation of knowledge-
based systems [18]. Recent business systems have evolved out of
NLP techniques that demonstrated the potential in business
workflow [19–23].

This study proposes a hybrid CBR model that combines the CB
and CF mechanisms to accept natural language queries and
increase the recommendation accuracy. Mainly, we designed a
semantic similarity algorithm to analyze the content of user
queries and goods, which plays the role of a case retrieval agent in
the proposed system. The algorithm can more accurately under-
stand users’ intention to retrieve the most appropriate cases for
reuse, which facilitates our CBR system in that it does not require a
high-quality case base in the beginning, thus solving the cold-start
problem of the CF technique. Furthermore, the proposed system
includes the CF mechanism for recommendation ranking. This not
only avoids the problems of CB, such as limited diversity and
overspecialization, but also makes our system stronger. Finally, the
effectiveness of the proposed system is illustrated using a case
study of an online bookstore service, such as Amazon, but it can
be developed for any domain. This study aimed to (1) use semantic
similarity measurements instead of string similarity measure-
ments to retrieve cases that can facilitate our system in having a
more satisfactory recommendation at the beginning; (2) integrate
CB and CF mechanisms into a hybrid CBR system to constantly
improve the recommendation quality; and (3) propose a NLP-
based CBR approach that can accept natural language queries to
achieve user friendliness.

The paper is organized as follows. Section 2 describes the
theoretical framework and related works of the CBR system, word-
sense disambiguation, and short-text semantic similarity.
Section 3 provides the details of the development of the proposed
system and retrieval method. Section 4 describes the performance
test of the proposed STSS algorithm by using established bench-
marks. Section 5 describes the evaluation of the semantic measures
proposed in this paper and the effectiveness of the proposed
approach is illustrated using a case study on an online bookstore.
Finally, Section 6 presents the conclusions.

2. Backgrounds

This section provides a focused introduction to the relevant
foundations of CBR systems and word-sense disambiguation, as
well as a review of short-text semantic similarity.

2.1. Case-based reasoning systems

For application-oriented projects, most systems are based on a
CBR architecture [24–28], which indicates that CBR is a well-
established model that facilitates methodology design in industry
engineering and B2C commerce. CBR is a branch of artificial
intelligence (AI), which is a method based on using past experience
for problem solving and decision making, searching for the
solutions to novel problems using previously solved problems,

and reusing the existing solutions in new situations [29,30]. The
outstanding characteristic of CBR is that it does not need to match
the user’s query exactly, such as in searching problems. These cases
are usually similar to some extent. Because the basic assumption of
CBR is that similar problems have similar solutions, even if the
repository does not contain a solution that immediately addresses
a user’s problem, a similar answer can be available for use as a
starting point. Similar solutions can then be adapted and at least
provide some inspiration and guidance for the user. A CBR system
usually consists of domain/expert knowledge, a case-base of past
experiences, and a similarity measure for searching related cases
[31]. Domain knowledge refers to knowledge about the features of
the different entities and what is a ‘‘case’’. A case-base contains a
set of cases, each of which describes a problem, a solution to the
problem, and annotations about how the solution was derived.
Similarity measures are developed according to the features of the
case because the problem is typically defined in terms of specific
features of objects, and those features can be numeric or non-
numeric properties; the similarity measure is used to identify the
cases that are most relevant to the problem. The CBR system
responds to the query using a given algorithm and a similarity
measure, which consists of translating and matching a query
against a set of information objects. Finally, a similarity measure
calculates the similarities that exist between objects. To realize
automated reasoning, CBR systems basically have been formalized
as a four-step process (Fig. 1) [32]:

Retrieve: Given a specific problem, retrieve similar cases from
the case-base/repository to solve the problem.
Reuse: Choose the possible solutions from the retrieved cases. If
the solutions are not able to be used directly, they need to be
adapted for the new situation.
Revise: Modify the existing solution to the target problem, test
the new solution for the problem, and if necessary, continue to
revise.
Retain: Store the resulting new cases in the repository if the
solution has been successfully applied to the target problem.

However, ambiguity often occurs in query design when users
have no idea about the exact expressions and the related concepts
they want to know, but they may have some contextual clues, such
as the function of the objective. Therefore, traditional CBR uses
syntactic similarity measurements, which are not intelligent
enough for meaning-related searches. In contrast, because
engineering designers usually need to construct a case-base for
the CBR system and the task often needs many manual works and
expert experiences, automatic knowledge acquisition has become
an emerging issue for the development of CBR systems. Moreover,
solutions from past cases may not directly be reusable; in these
situations, they should be adapted to better fit the new problem.

Fig. 1. The traditional CBR mechanism.
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