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ABSTRACT

This paper develops inference methods for conditional moment models in which the unknown parameter
is possibly partially identified and may contain infinite-dimensional components. For a conjectured
restriction on the parameter, we consider testing the hypothesis that the restriction is satisfied by at
least one element of the identified set. We propose using the sieve minimum of a Kolmogorov-Smirnov
type statistic as the test statistic, derive its asymptotic distribution, and provide consistent bootstrap
critical values. In this way a broad family of restrictions can be consistently tested, making the proposed
procedure applicable to testing the model specification and constructing confidence set for any given
component or some feature of the parameter. Our methods are robust to partial identification, and allow
for the moment functions to be nonsmooth. As an illustration, we apply the proposed inference methods
to study the quantile instrumental variable Engel curves for gasoline in Brazil. A Monte Carlo study
demonstrates finite sample performance.
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1. Introduction

Partial identification analysis, pioneered by Manski (1990,
2003), has become a rapidly developing field in econometrics.
Within this field, most analysis so far has been kept parametric, in
the sense that (the component of) the parameter that is allowed
to be unidentified must be finite dimensional. This requirement
rules out potential applications involving unknown functions that
may not be identified. In an effort to remove such limitation, at-
tention very recently is turned to analysis of semi/non-parametric
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partial identification. An important contribution in this direction is
by Santos (2012), who proposed inference methods for nonpara-
metric instrumental variable (NPIV) models E [Y — 6,(X)|Z] = 0
in which the regression function 6(-) need not to be identified.'

In this paper, we consider models taking the form

E[m(Y, 6o(X))|Z] =0 (1)

where the residual function m(-) is known up to an unknown
function 6(-), and & € © need not to be identified. We extend
Santos (2012)’s analysis to allow for m(-) to be non-linear or even
non-smooth in . In addition, m(-) can be vector-valued in our
analysis. This extension is motivated by numerous problems of
partial identification, the underlying structural relations of which
imply conditional moment restrictions with more complex resid-
ual functions than linear ones. For example, in nonparametric
quantile IV (NPQIV) regressions, the residual function is an indi-
cator function, which is discontinuous. This model is treated as our
main motivating example. It is introduced in the following section,
along with two other motivating examples that are related to bi-
nary choice dynamic panel data models and inference in incom-
plete information entry games, respectively. We return to all three

1 Although Santos (2012) is focused on the NPIV, his method is applicable to
conditional moment models in which the residual function is linear in h(-), such
as the partially linear model E [Y — X 8o — ho(X2)1Z] = 0.
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examples later in the paper, but prioritize to the NPQIV one, which
is the focus of our Monte Carlo simulations and empirical study.

Model (1) encompasses semi-nonparametric models of the
form:

E[m(Y, o, ho(X))|IZ] =0 (2)

where g is a finite-dimensional parameter and h(-) is an unknown
function. Indeed, any parametric component 8 can be regarded as
a subvector of 6(-) containing only constant functions. (So 6(-) =
(B, h(-)) € 8 x #¢.)In most parts of our analysis, we do not intend
to develop any results specialized for the parametric component .
For this reason, as well as for the ease of notation, we treat (2) as
equivalent to Model (1).

Although this paper is primarily concerned with potential
partial identification, it is also closely related to a huge literature
on point-identified moment models, popularized after Hansen
(1982). In fact, Model (1) and its special forms have been
extensively studied under point-identification assumptions. This
line of work is reported in Newey and Powell (2003), Ai and Chen
(2003), Horowitz and Lee (2007), Chen and Pouzo (2009, 2012),
and Darolles et al. (2011), among others. In particular, Chen and
Pouzo (2009, 2012) considered very similar models as ours. As it
will be shown in the following sections, we borrow insights from
Chen and Pouzo’s analysis. However, our work differs from theirs
in two major aspects: First, we allow for partial identification;
Second, we focus on testing instead of estimation. Therefore, our
work complements theirs.

For a conjectured restriction on 6, we develop a general
procedure for testing the hypothesis that the restriction is satisfied
by at least one element of the identified set of 6. This procedure is
applicable to a broad family of restrictions. As a direct application,
we show how to test the model specification. We also show how
to construct confidence set (CS) for some feature or any given
component of 8, such as CS for 6(-) at a given point, and CS
for the finite-dimensional component 8. Throughout our analysis,
we maintain the random sample assumption, i.e., we observe an
independent and identically distributed (i.i.d.) sample of (X, Y, Z),
whose joint probability distribution is unknown.

Our CSs are designed to cover the true value with correct
asymptotic probabilities. This notion of CSs was first introduced
by Imbens and Manski (2004) for partial identification analysis,
as opposed to an earlier notion of CSs which aims at covering
the whole identified set. For instance, our CSs for 8, denoted by
CS» (1 — ), have the following property:
liminf inf Pr(8e€CS,(1—a))>1—« (3)

n—o0 BeB;
for a targeted level 1 — «, where B, denotes the identified set for
B.The infimum in (3) is carried out before the limit is taken, which
implies uniformity of correct asymptotic coverage probability over
o).

The main technical challenge of our analysis is to derive the
asymptotic behavior of a Kolmogorov-Smirnov (KS) type test
statistic under partial identification. In Santos (2012), analyzing
the local parameter space around the identified set is an essential
approach for deriving the asymptotics of their test statistic
corresponding to the NPIV. This approach is still essential for
our setting. Nevertheless, nontrivial changes are needed to
accommodate the added generality. A crucial step in our derivation
is the linearization of certain population moments with respect
to (w.r.t.) the local deviation of 6 from its identified set. The crux
of this step is to develop regularity conditions under which the
corresponding second order derivative term is o (n*” 2) —aresult
holds automatically in Santos (2012) because m(-) is linear in 6.
To this end, we borrow the idea from Chen and Pouzo (2009,
2012) to establish sufficient convergence rate in a pseudo norm
(weaker than the L2 norm) induced by pathwise derivatives, which

in turn guarantees the desired rate for the second order derivative
term. Here, the convergence is in the sense that the distance
between any minimizer of certain sample criterion function and
the identified set approaches zero as sample size increases. Our
regularity conditions allow for ill-posedness to a certain degree,
but rule out severely ill-posed problems.

The remainder of this paper is organized as follows. In Section 2
we discuss motivating examples. In Section 3 we formally define
the parameter space and describe the notion of test to be
considered. In Section 4 we construct the test statistic, derive
its asymptotic distribution, and provide bootstrap critical values.
We conclude this section by discussing sufficient conditions for
the required assumption to hold in three specific models. In
Section 5 we study the finite sample performance by Monte Carlo
simulations. In Section 6, we provide an empirical illustration to
study the Brazilian gasoline quantile Engel curves. And we briefly
conclude in Section 7. All mathematical proofs are gathered in
Appendices A and B.

Notation. For any positive number a, [a] represents the largest
integer that is not larger than a; X € R%*, Y € R% and Z C
R% are supports of X, Y, and Z, respectively; || - ||z represents
the Euclidean norm; For any measurable function f : X — R,
Il - ;2 represents the L* norm [|f %, = E [(f(X))*], and [flloc =
SUPyex If (X)]; When 6(-) = (B, h(-)), for any (pseudo) norm || - ||
defined on a functional space of h, it should be understood that
161l = |8l + ||h||?; For any two positive sequences {a,} and {b,},
a, < by if a, < cb, for some constant ¢ > 0, and a, < b, if both
a, < b, and b, < a, hold.

2. Motivating examples

We now provide three motivating examples of partially iden-
tified econometric models. In all three examples, the parameters
are characterized by moment restrictions with nonlinear residual
functions. These moment restrictions are special cases of Model (1).

Example 1 (NPQIV). A NPQIV model specifies that
E[1{Y <6y(X)}|Z] = 7 fora constant t € (0, 1) (4)
which is a special case of Model (1).

In Model (4), identification of 6(-) is not guaranteed without
making ad hoc assumptions on the data generating process (DGP),
such as some completeness assumptions. For example, under the
following DGP, 6 (-) is only partially identified:

Y =sin(wX)+U (5)
U= %[E(X2|Z)—X2]—r+8 (6)
EX|Z) =0 (7)
¢ | X,Z ~ Uniform [0, 1]. (8)

Lemma 2.1. Let X have a bounded support such that T —
- [E (X?1Z) —X?] € (0, 1). Under DGP specified by (5)-(8), for
any sufficiently small A such that T — <+ [E (X?|Z) — X*> + 1X] €
[0, 1],6(x) = sin(x)-+\x satisfies the conditional moment restriction
in Model (4). Therefore, 6(-) is only partially identified.

Example 2 (A Binary Choice Dynamic Panel Data Model). Consider
the following binary choice panel data model:

Yio=1{Yi 1o+ Xpho+ui = e} (s=1,....9) 9

2 For example: [|6]l,2 = [|Blle + lIhll 2
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