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ABSTRACT

We develop a method of testing linearity using power transforms of regressors, allowing for stationary
processes and time trends. The linear model is a simplifying hypothesis that derives from the power
transform model in three different ways, each producing its own identification problem. We call this
modeling difficulty the trifold identification problem and show that it may be overcome using a test based
on the quasi-likelihood ratio (QLR) statistic. More specifically, the QLR statistic may be approximated
under each identification problem and the separate null approximations may be combined to produce a
composite approximation that embodies the linear model hypothesis. The limit theory for the QLR test

JEL classification: o . . . . . .
12 statistic depends on a Gaussian stochastic process. In the important special case of a linear time trend
Cc18 regressor and martingale difference errors asymptotic critical values of the test are provided. Test power
C46 is analyzed and an empirical application to crop-yield distributions is provided. The paper also considers
C52 generalizations of the Box-Cox transformation, which are associated with the QLR test statistic.
Keywords: © 2015 Elsevier B.V. All rights reserved.
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1. Introduction

Linear models are a natural starting point in empirical work.
They also relate in a fundamental way to underlying Gaussian
assumptions and the use of wide sense conditional expectations.
Testing linearity is therefore a familiar practice in applications
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whenever there is concern over specification and Gaussianity. Such
tests fall within the framework of general model specification tests.

Power transformations are especially popular as alternatives to
linearity. Tukey (1957, 1977) provides several rationales for the use
of power transformations, and Box and Cox (1964) further devel-
oped their use in nonlinear modeling. The Box-Cox transformation,
in particular, successfully implements the so-called Tukey ‘ladder
of power’ option. In time series applications, some studies (notably,
Wu (1981) and Phillips (2007)) considered power transforms of a
time trend, providing limit theories that are useful in estimation
and inference concerning the relevant parameters.

Power transformations can be used to form tests that de-
liver consistent power against arbitrary alternatives to linearity.
As Stinchcombe and White (1998) showed, any non-polynomial
analytic function can be used to construct generically compre-
hensively revealing (GCR) tests, in the sense that linear projec-
tion errors are not necessarily orthogonal to any power transform
when the linear model is misspecified. This property motivates use
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of power transforms for constructing tests with omnibus power.
In spite of this apparently useful property, testing linearity using
power transforms is largely undeveloped in the literature, mainly
because of the identification problem that arises under the null of
linearity. As detailed below, the linear model hypothesis can be de-
duced from a power transformation in three different ways, each
of which involves its own identification problem, a feature that we
call the trifold identification problem. To our knowledge, this prob-
lem has never before been addressed in the literature.

Our primary goal in the present paper is to resolve this complex
trifold problem. Our focus is pragmatic and involves constructing
mechanisms needed in using power transformations. We focus on
models involving power transforms of a strictly stationary (SS)
variable or a time trend. While this excludes some possibilities,
such as nonlinear transforms of nonstationary variates (e.g. Park
and Phillips (1999), and Shi and Phillips (2012)), the range of
potential applications is large and includes both microeconometric
and time series data.

This paper restricts attention to a particular statistic, the quasi-
likelihood ratio (QLR) statistic. As we demonstrate, the QLR statistic
may produce a composite form that embodies the linear model
hypothesis. An additional benefit from focusing on the QLR test is
its relationship to the Box-Cox transformation. The score of the
test turns out to be related to an augmented form of Box-Cox
transform. Our approach to developing a null approximation of the
QLR test extends the methodology of Cho and Ishida (2012), who
studied how to test the effects of omitted power transformations.
We advance that work and compare our null approximation with
the QLR tests that are popular in the artificial neural network
(ANN) literature where there is at most a twofold identification
problem. Our approach also exploits the properties of time-trend
power transforms and regressions studied recently in Phillips
(2007). Time trend regressors and their power transforms have
very different properties from those of stationary regressors in
view of the asymptotic degeneracy of the signal matrix.

The paper is organized as follows. Section 2 examines power
transformations of a stationary process and tests linearity. The
null approximation and the power properties of the QLR test
are developed. Section 3 extends the discussion and asymptotic
results to power transforms of a time-trend regressor. Simulations
and empirical applications are contained in Sections 4 and 5,
respectively. Concluding remarks are given in Section 6. All proofs
are collected in an Appendix to the paper which is available as an
online supplement (Baek et al., 2014).

2. Testing for neglected power transforms of a stationary
regressor

We seek to model the conditional mean E[Y;|W;] of a depen-
dent variable Y; given a collection of explanatory variables W;. We
define the class of (parameter dependent) conditional mean func-
tions as m¢(@) = o + W.8 + BX! = E[Y;|W,], where the pa-
rameter vector @ = («, 8, 8,y) € £ C R4 with § € R
for some k € N. In this specification, the variables (Y;, W;) com-
prise a strictly stationary and absolutely regular mixing process,
the variable X; is positively valued, and £ is the parameter space
of w. In addition to appearing nonlinearly as X/, the variable X; also
enters linearly in m; (@) so that X; is the first element of W;. Then
W, = (X, D})’ for some D, € R. Similarly, we partition the pa-
rameter vector § := (&, 1')’, so that W8 = £X; + D;7. In Section 3,
X, is a linear time trend and so the conditional mean function in-
cludes both a linear and nonlinear (power function) trend.

Our interest is primarily in testing the effective form of X;
in the conditional mean E[Y;|W;]. We consider the following
explicit hypotheses. Given that E[Y;|W,] is linear with respect to
the components (1, W;), we focus on the null hypothesis #, :

(o, 64), E[Y:W;] = o, + WS, w.p. 1 and the alternative
hypothesis #; : V(«, 8), E[Y;|W;] = o + W;§ w.p. < 1, which
implies that nonlinear elements of X; appear in the conditional
mean that cannot be embodied in #,. The affix ‘«’ is used to
parameterize E[Y;|W,], so that for some «, and B,, (¢, Bs, Vx) €
{(@.B,y):a+ BX] =a,ora + BX! = B,X.} under #,.

Testing the linear model hypothesis using a maintained
model with a nonlinear component is common practice in the
literature. Such tests may be regarded as a variant of the Bierens
(1990) test. Similarly, Stinchcombe and White’s (1998) GCR tests
are constructed to test for a nonlinear component. A power
transform representation is particularly popular for the nonlinear
component. For example, Tukey (1957, 1977) introduced power
transform flexible nonlinear models, and Box and Cox (1964) found
that their transformation accords with Tukey’s (1957) ‘ladder of
power’ and it has been widely applied in empirical work (e.g. Sakia
(1992)). The GCR property is delivered by non-polynomial analytic
functions that can approximate arbitrary functions by Taylor
expansion, so that for some y,, E[V[Xf'*] # 0 in a misspecified
linear model, where V; denotes the linear projection error. This
property motivates the construction of power transforms to test
linearity. The literature already has related variations of power
transforms such as those used in Ramsey’s (1969) test which have
prefixed power exponents. The general power transforms used
here do not fix power exponents, and this flexibility is used to gain
powers in testing, as detailed below.

Notwithstanding considerable interest in power transforms, #
has not been formally examined in the literature mainly because
testing Jf, cannot be conducted in a standard way. There are three
different identification problems that arise under #,. If 8, = 0,
v, is not identified and Davies’ (1977,1987) identification problem
arises. On the other hand, if y, = 0, o+ B, is identified, but neither
o, nor B, is separately identified. Furthermore, if y, = 1 and §, is
conformably partitioned as (&, ,)’, & + Bs is identified although
neither &, nor B, is identified. Thus, three different identification
problems arise under the linear model hypothesis. We denote
these three hypotheses as ¥, : B, = 0; #; : y». = 0; and
Hy : y. = 1 and call this construct the trifold identification
problem.

The current literature approaches the trifold identification
problem only in a limited way. Hansen (1996), for instance, pro-
vided a testing methodology that employs the weighted bootstrap
to treat J;. Alternatively, the power coefficient might be fixed as
in Ramsey (1969), so that the identification problems under #;
and J¢}" are avoided. Accordingly, the main goal of the current
study is to provide a tractable test that is able to handle the trifold
identification problem within a unified framework without losing
power.

Some related identification problems have appeared in the
literature. Cho et al. (2011, 2014) test for neglected nonlinearity
using ANN models and find that two different identification
problems arise under the null of linearity. They show how this
twofold identification problem may be addressed using the QLR
test. Cho and Ishida (2012) similarly test for effects of power
transforms using the same QLR statistic but their focus of interest
differs from ours and their model has only a twofold identification
problem. None of this work considers nonlinear trend effects.

The approach taken in the current work is to extend the
analysis of Cho et al. (2011, 2014) and Cho and Ishida (2012). The
maximum order involved in the null approximation used in Cho
et al. (2011) is the fourth order, whereas that used in Cho et al.
(2014) is the sixth order. They observe that the maximum order
depends on the activation function used in constructing the test.
On the other hand, Cho and Ishida (2012) use a second-order
approximation, as is common in econometric practice. The present
paper examines how these approximations are modified by the
trifold identification problem.
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