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a b s t r a c t

An asymptotic theory is developed for series estimation of nonparametric and semiparametric regression
models for cross-sectional data under conditions on disturbances that allow for forms of cross-sectional
dependence and heterogeneity, including conditional and unconditional heteroscedasticity, along with
conditions on regressors that allow dependence and do not require existence of a density. The conditions
aim to accommodate various settings plausible in economic applications, and can apply also to panel,
spatial and time series data. A mean square rate of convergence of nonparametric regression estimates is
established followed by asymptotic normality of a quite general statistic. Data-driven studentizations that
rely on single or double indices to order the data are justified. In a partially linear model setting, Monte
Carlo investigation of finite sample properties and two empirical applications are carried out.
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1. Introduction

Economic agents are typically interdependent, due for exam-
ple to externalities, spill-overs or the presence of common shocks.
Such dependence is often overlooked or ignored in cross-sectional
or panel data analysis. In order to account for possible cross-
sectional dependence, one needs first to establish a framework
under which its structure can be suitably formalized, and which
permits an asymptotic statistical theory that is useful in statisti-
cal inference, in particular a central limit theorem for estimates of
functions or parameters of interest. Several approaches to mod-
elling cross-sectional dependence prominent in recent literature
can accomplish this. One class of models postulates unobserved
common factors that affect some or all individual units, see e.g An-
drews (2005), Pesaran (2006) and Bai (2009), and entail persistent
cross-sectional dependence. Two other classes involve a concept
of ‘‘economic location’’ or ‘‘economic distance’’. In economic data,
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cross-sectional units correspond to economic agents such as indi-
viduals or firms, envisaged as positioned in some socio-economic
(even geographical) space, whereby their relative locations under-
pin the strength of dependence, see e.g. Conley (1999) and Pinkse
et al. (2002). The spatial autoregressive (SAR)model of Cliff andOrd
(1968, 1981), see e.g. Arbia (2006), Lee (2002, 2004) and Kelejian
and Prucha (1998, 1999), employs spatial weight matrices whose
elements consist of inverse pairwise economic distances between
agents, whence the dependent variable or disturbance for a given
unit is affected by a weighted average of the other sampled units’
variables. The weights are presumed known and reflect the prox-
imity between agents, leaving a small number of parameters to
be estimated. Alternatively, mixing conditions extending ones fa-
miliar from the time series literature, have been employed. Conley
(1999) and Jenish and Prucha (2012), for example, develop spatial
mixing and functions-of-mixing conditions in terms of economic
distance between agents, under a suitable stationarity assumption,
while an alternative type of conditionwas proposed by Pinkse et al.
(2007). Another approach, of Robinson (2011), employs a possibly
non-stationary, linear process for disturbances, with dependence
in regressors expressed in terms of the departure of joint densities
from the product of marginals; a degree of heterogeneity across
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units is permitted, as well as strong dependence analogous to long
memory in time series, which is ruled out by mixing conditions, as
well as weak dependence, and the model can also accommodate
economic distances, as well as lattice or irregularly-spaced data.

On the other hand, nonparametric and semiparametric estima-
tion has becomewell established in econometric analysis, enabling
assumptions of a known parametric functional form, that are fre-
quently not warranted by economic theory, to be dropped or re-
laxed. There are many theoretical results on nonparametric kernel
estimation under temporal dependence, see e.g. Robinson (1983).
Jenish (2012), Robinson (2011) and Robinson and Thawornkai-
wong (2012) have considered kernel estimation in nonparamet-
ric regression and partially linear regression, under forms of
cross-sectional dependence. The asymptotic behaviour of series es-
timation under independence has been studied in Andrews (1991)
and Newey (1997). For weakly dependent time series data, Chen
and Shen (1998) and Chen et al. (2012) offer a rather complete
treatment of asymptotic theory and robust inference of general
sieveM-estimation,while Chen and Christensen (2015) shows that
spline and wavelet series regression estimation obtains the opti-
mal uniform convergence rate of Stone (1982).

This paper presents an asymptotic theory for series estimation
of nonparametric and semiparametric regression models that cov-
ers fairly general cross-sectional heterogeneity and dependence,
mainly of a weak form. The conditions of the paper may be rel-
evant to cross-sectional, spatial, time series and panel data, and
follow the framework of Robinson (2011), with modifications ne-
cessitated by the nature of series estimates relative to kernel ones.
Our asymptotic results can easily be modified to cover linear and
nonlinear parametric regression. Our other main contribution is
establishing a theoretical background for a studentization method
that offers an alternative to the existing variance estimation litera-
ture. In the spatial context, an extension of heteroscedasticity and
autocorrelation consistent (HAC) estimation of the covariance ma-
trix in the limiting normal distribution familiar from the time series
literature, see e.g. Hannan (1957), is possible if additional informa-
tion is available, such as the locations or geographical or economic
distances between units. Conley (1999) considered HAC estima-
tion under a stationary random field with measurement error in
distances, as did Kelejian and Prucha (2007) for SAR-type models,
andRobinson and Thawornkaiwong (2012) in a semiparametric re-
gression set-up. However, the small sample performance of HAC
estimation can be poor and an alternative studentization that can
produce more accurately sized tests was suggested by Kiefer et al.
(2000) in a time series setting. The present paper provides theoret-
ical justification for employing a version of such a studentization in
spatial or spatio-temporal data, though it critically relies on an as-
sumption that the practitioner can suitably order the data across
one or two dimensions, as may be relevant when geographical lo-
cations are known, or there are one or two characteristics believed
to be strongly associated with dependence between individuals.

The paper is structured as follows. In Section 2, the model set-
ting is outlined. In Section 3, series estimation is introduced and
a mean square rate of convergence for the nonparametric com-
ponent is established. Section 4 contains asymptotic normality re-
sults, covering slower-than-

√
n, aswell as

√
n, rate of convergence.

In the latter setting, Section 5 presents data-driven studentizations
in one and two dimensions. Using the semiparametric partially lin-
ear regression model, Section 6 presents a Monte Carlo study of fi-
nite sample performance and two empirical examples. Section 7
concludes. Two appendices contain proofs.

2. Model setting

The paper commences from the nonparametric regression
model

Yi = m(Xi)+ Ui, i = 1, 2, . . . , (1)

relating observable random variables (Xi, Yi) ∈ X×R, for some set
X ⊂ Rq,where m : X → R and Ui satisfies

Ui = σ(Xi)ei, (2)

where σ : X → R and ei ∈ R are unobservable random variables
with zero mean and finite variance, independent of {Xi}

∞

i=1 and
σ : X → R. We regard m and σ as nonparametric functions. The
factor σ(Xi) allows for conditional heteroscedasticity in Yi, and the
factor ei for dependence and unconditional heteroscedasticity. We
observe (Xi, Yi) for i = 1, . . . , n, while the ei (and thence theUi and
Yi) can form triangular arrays, so ei = ein, etc., but this feature will
be suppressed in our notation; triangular arrays enable coverage
of a wide range of models for spatial dependence, including SAR
models with normalized weight matrices, and stationary models
for panel data or multi-dimensional lattice or irregularly-spaced
data where the single index i in (1) and (2) requires a re-labelling
of multiple indices which is liable to change as n increases, as
discussed by Robinson (2011), who considered kernel estimation
of m. In some of our work ei can have semi-strong dependence
analogous to that found in long memory time series models. In
Sections 3 and 4 we qualify (1) and (2) by detailed regularity
conditions, including also restrictions on the dependence of Xi.

Under the preceding conditions m(x) = E(Yi|Xi = x) for
x ∈ X.We will estimate m by a series nonparametric regression
estimate m̂, constructed as a linear combination of pre-specified
approximating functions. More generally, we are interested in es-
timating a d × 1 vector functional a(m) of m, as in Andrews
(1991) and Newey (1997), where a(m) can be estimated by a(m̂).
Simple nonparametric examples of a(m) include the value of m,
a(m) = (m(x1), . . . ,m(xd))′, and the value of the partial deriva-

tive, a (m) =


∂/∂xℓm(x)


x1
, . . . , ∂/∂xℓm(x)


xd

′

, at multiple

fixed points (x1, . . . , xd) ∈ Xd, where xℓ is the ℓth element of
x. Of semiparametric examples of a(·), the partially linear regres-
sion model, will be discussed in detail in Section 5. Other a(·),
including nonlinear functionals, can be found in Newey (1997).
Andrews (1991) established asymptotic normality for series esti-
mates of a vector-valued linear a(m̂), with Xi and Ui independent
and non-identically distributed, and indicated that his proof can
be extended to cover strong mixing time series regressors. Newey
(1997) established uniform and integrated mean square rates of
consistency for m̂(x) and asymptotic normality of a(m̂) when Xi
and Ui are independent and identically distributed (iid) and a(m)
is a possibly nonlinear scalar functional, also describing conditions
under which a(m̂) converges to a(m) at parametric rate. Chen and
Shen (1998) and Chen et al. (2012) considered these issues for sieve
extreme estimates with weakly dependent time series, with rules
of inference that are robust toweak dependence. Chen et al. (2012)
also indicated that for certain cases of slower-than-

√
n rate of con-

vergence such as when a(m) = m, the asymptotic variance of the
estimate a(m̂) coincides with that obtained under independence,
as found for kernel estimation by Robinson (1983), for example.

3. Estimation ofm and mean square convergence rate

The estimation of m is based on user-chosen approximating
functions ps(·) : X → R, s = 1, 2, . . ., and a data-free integer
κ denoting the number of ps(·) employed. Denote

pk(·) = (p1(·), . . . , pk(·))′, k ≥ 1;

P = [pκ(X1), . . . , pκ(Xn)]
′, κ ≥ 1;

(3)

Y = (Y1, . . . , Yn)
′
; β̂ = (P ′P)−P ′Y , (4)

where A− denotes the Moore–Penrose pseudo-inverse of a matrix
A, and a series estimate ofm(x) by

m̂(x) = pκ(x)′β̂. (5)
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