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a b s t r a c t

This paper derives the rate of convergence and asymptotic distribution for a class of Kolmogorov–Smirnov
style test statistics for conditional moment inequality models for parameters on the boundary of the
identified set under general conditions. Using these results, I propose tests that are more powerful than
existing approaches for choosing critical values for this test statistic. I quantify the power improvement
by showing that the new tests can detect alternatives that converge to points on the identified set at a
faster rate than those detected by existing approaches. A Monte Carlo study confirms that the tests and
the asymptotic approximations they use perform well in finite samples. In an application to a regression
of prescription drug expenditures on income with interval data from the Health and Retirement Study,
confidence regions based on the new tests are substantially tighter than those based on existingmethods.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Theoretical restrictions used for estimation of economic mod-
els often take the form of moment inequalities. Examples include
models of consumer demand and strategic interactions between
firms, bounds on treatment effects using instrumental variables
restrictions, and various forms of censored and missing data (see,
amongmany others,Manski, 1990;Manski and Tamer, 2002; Pakes
et al., 2006; Ciliberto and Tamer, 2009; Chetty, 2010, and papers
cited therein). For these models, the restriction often takes the
form of moment inequalities conditional on some observed vari-
able. That is, given a sample (X1,W1), . . . , (Xn,Wn), we are inter-
ested in testing a null hypothesis of the form E(m(Wi, θ)|Xi) ≥ 0
with probability one, where the inequality is taken elementwise
if m(Wi, θ) is a vector. Here, m(Wi, θ) is a known function of an
observed random variableWi, which may include Xi, and a param-
eter θ ∈ Rdθ , and the moment inequality defines the identified set
Θ0 ≡ {θ |E(m(Wi, θ)|Xi) ≥ 0 a.s.} of parameter values that cannot
be ruled out by the data and the restrictions of the model.

In this paper, I consider inference in models defined by condi-
tional moment inequalities. I focus on test statistics that exploit
the equivalence between the null hypothesis E(m(Wi, θ)|Xi) ≥ 0
almost surely and Em(Wi, θ)I(s < Xi < s + t) ≥ 0 for all (s, t).
Thus, we can use infs,t 1

n

n
i=1 m(Wi, θ)I(s < Xi < s + t), or the

infimum of some weighted version of the unconditional moments
indexed by (s, t). Following the terminology commonly used in the
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literature, I refer to these as Kolmogorov–Smirnov (KS) style test
statistics. The main contribution of this paper is to derive the rate
of convergence and asymptotic distribution of this test statistic for
parameters on the boundary of the identified set under a general
set of conditions.

While asymptotic distribution results are available for this
statistic in some cases (Andrews and Shi, 2013; Kim, 2008), the ex-
isting results give only a conservative upper bound of

√
n on the

rate of convergence of this test statistic in a large class of important
cases. For example, in the interval regression model, the asymp-
totic distribution of this test statistic for parameters on the bound-
ary of the identified set and the proper scaling needed to achieve
it have so far been unknown in the generic case (see Section 2 for
the definition of this model). In these cases, results available in the
literature do not give an asymptotic distribution result, but state
only that the test statistic converges in probability to zero when
scaled up by

√
n. This paper derives the scaling that leads to a non-

degenerate asymptotic distribution and characterizes this distribu-
tion. Existing results can beused for conservative inference in these
cases (along with tuning parameters to prevent the critical value
from going to zero), but lose power relative to procedures that use
the results derived in this paper to choose critical values based on
the asymptotic distribution of the test statistic on the boundary of
the identified set.

To quantify this power improvement, I show that using the
asymptotic distributions derived in this paper gives power against
sequences of parameter values that approach points on the bound-
ary of the identified set at a faster rate than those detected us-
ing root-n convergence to a degenerate distribution. Since local
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power results have not been available for the conservative ap-
proach based on root-n approximations in this setting, making this
comparison involves deriving new local power results for the ex-
isting tests in addition to the new tests. The increase in power is
substantial. In the leading case considered in Section 3, I find that
themethods developed in this paper give power against local alter-
natives that approach the identified set at a n−2/(dX+4) rate (where
dX is the dimension of the conditioning variable), while using con-
servative

√
n approximations only gives power against n−1/(dX+2)

alternatives. The power improvements are not completely free,
however, as the new tests require smoothness conditions not
needed for existing approaches, and are shown to control a weaker
notion of size (see the discussion at the end of Section 6). In an-
other paper (Armstrong, 2011, 2014), I propose a modification of
this test statistic that achieves a similar power improvement (up
to a log n term) without sacrificing the robustness of the conser-
vative approach (see also the more recent work of Armstrong and
Chan 2012 and Chetverikov 2012).

Broadly speaking, the power improvement is related to the
tradeoff between bias and variance for nonparametric kernel esti-
mators (see, e.g. Pagan and Ullah, 1999, for an introduction to this
topic). Under certain types of null hypotheses, the infimum in the
test statistic is taken on a value of (s, t) with t → 0 as the sample
size increases. Here, t can be thought of as a bandwidth param-
eter that is chosen automatically by the test. The asymptotic ap-
proximations can be thought of as showing how t is chosen, which
allows for less conservative critical values. See Section 2 for more
intuition for these results.

To examine how well these asymptotic approximations de-
scribe sample sizes of practical importance, I perform a Monte
Carlo study. Confidence regions based on the tests proposed in this
paper have close to the nominal coverage in the Monte Carlos, and
shrink to the identified set at a faster rate than those based on exist-
ing tests. In addition, I provide an empirical illustration examining
the relationship between out of pocket prescription spending and
income in a data set inwhich out of pocket prescription spending is
sometimes missing or reported as an interval. Confidence regions
for this application constructed using themethods in this paper are
substantially tighter than those that use existing methods.

The rest of the paper is organized as follows. The rest of this
section discusses the relation of these results to the rest of the lit-
erature, and introduces notation and definitions. Section 2 gives a
nontechnical exposition of the results, and explains how to imple-
ment the procedures proposed in these papers. Together with the
statements of the asymptotic distribution results in Section 3 and
the local power results in Section 7, this provides a general picture
of the results of the paper. Section 5 generalizes the asymptotic
distribution results of Section 3, and Sections 4 and 6 deal with
estimation of the asymptotic distribution for feasible inference.
Section 8 presents Monte Carlo results. Section 9 presents the em-
pirical illustration. Section 10 concludes. Proofs and other auxiliary
material are in the supplementary appendix (see Appendix A).

1.1. Related literature

The results in this paper relate to recent work on testing con-
ditional moment inequalities, including papers by Andrews and
Shi (2013), Kim (2008), Khan and Tamer (2009), Chernozhukov
et al. (2009), Lee et al. (2011), Ponomareva (2010), Menzel (2008)
and Armstrong (2011). The results on the local power of asymptot-
ically exact and conservative KS statistic based procedures derived
in this paper are useful for comparing confidence regions based on
KS statistics to othermethods of inference on the identified set pro-
posed in these papers. Armstrong (2011) derives local power re-
sults for some common alternatives to the KS statistics based on
integrated moments considered in this paper (the confidence re-
gions considered in that paper satisfy the stronger criterion of con-

taining the entire identified set, rather than individual points, with
a prespecified probability).

Out of these existing approaches to inference on conditional
moment inequalities, the papers that are most closely related to
this one are those by Andrews and Shi (2013) and Kim (2008), both
ofwhich consider statistics based on integrating the conditional in-
equality. As discussed above, themain contributions of the present
paper relative to these papers are (1) deriving the rate of conver-
gence and nondegenerate asymptotic distribution of this statistic
for parameters on the boundary of the identified set in the com-
mon case where the results in these papers reduce to a statement
that the statistic converges to zero at a root-n scaling and (2) de-
riving local power results that show howmuch power is gained by
using critical values based on these new results. Armstrong (2011,
2014) uses a statistic similar to the one considered here, but pro-
poses an increasing sequence of weightings ruled out by the pa-
pers above (and the present paper). This leads to almost the same
power improvement as the methods in this paper even when con-
servative critical values are used. This approach has been further
explored by Armstrong and Chan (2012) and Chetverikov (2012)
(both of these papers were first circulated after the first draft of
the present paper).

Khan and Tamer (2009) propose a statistic similar to the one
considered here for a model defined by conditional moment in-
equalities, but consider point estimates and confidence intervals
based on these estimates under conditions that lead to point iden-
tification. Galichon and Henry (2009) propose a similar statistic for
a class of partially identifiedmodels under a different setup. Statis-
tics based on integrating conditional moments have been used
widely in other contexts as well, and go back at least to Bierens
(1982).

The literature onmodels defined by finitelymanyunconditional
moment inequalities is more developed, but still recent. Papers
in this literature include Andrews et al. (2004), Andrews and Jia
(2008), Andrews and Guggenberger (2009), Andrews and Soares
(2010), Chernozhukov et al. (2007), Romano and Shaikh (2010,
2008), Bugni (2010), Beresteanu and Molinari (2008), Moon and
Schorfheide (2009), Imbens and Manski (2004) and Stoye (2009)
and many others.

1.2. Notation

I use the following notation in the rest of the paper. For obser-
vations (X1,W1), . . . , (Xn,Wn) and ameasurable function h on the
sample space, Enh(Xi,Wi) ≡

1
n

n
i=1 h(Xi,Wi) denotes the sam-

ple mean. I use double subscripts to denote elements of vector
observations so that Xi,j denotes the jth component of the ith ob-
servation Xi. Inequalities on Euclidean space refer to the partial
ordering of elementwise inequality. For a vector valued function
h : Rℓ → Rm, the infimum of h over a set T is defined to be the
vector consisting of the infimum of each element: inft∈T h(t) ≡

(inft∈T h1(t), . . . , inft∈T hm(t)). I use a ∧ b to denote the element-
wise minimum and a ∨ b to denote the elementwise maximum of
a and b. The notation ⌈x⌉ denotes the least integer greater than or
equal to x.

2. Overview of results

This section gives a description of the main results at an intu-
itive level, and gives step-by-step instructions for one of the tests
proposed in this paper. Section 2.1 defines the terms ‘‘asymptot-
ically exact’’ and ‘‘asymptotically conservative’’ for the purposes
if this paper, and explains how the results in this paper lead to
asymptotically exact inference. Section 2.2 describes the asymp-
totic distribution result, and explains why the situations that lead
to it are important in practice. Section 2.3 describes the reason for
the power improvement. Section 2.4 gives instructions for imple-
menting the test.
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