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a b s t r a c t

In this paper we consider the problem of testing serial correlation in fixed effects panel data model in a
nonparametric framework. Using asymptotic results developed in Su and Lu (2013), we show that our
test statistic has a standard normal distribution under the null hypothesis of zero serial correlation. The
test statistic diverges to infinity at the rate of

√
N under the alternative hypothesis that error is serially

correlated, where N is the cross sectional sample size. Simulations show that the proposed test works
well in finite sample applications.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Nonparametric and semiparametric methods allow for the es-
timation of panel data models that impose relatively few as-
sumptions. This flexibility has made these methods increasingly
popular among applied researchers. An early paper by Li and Sten-
gos (1996) proposes a method for estimating a fixed effects panel
data model that uses standard methods for estimating nonpara-
metric additivemodels such as themarginal integrationmethod of
Linton and Nielsen (1995) or a backfitting method such as in Op-
somer and Ruppert (1997) or Mammen et al. (1999). However, this
method does not take full advantage of the structure of the model,
and several more recent papers introduce methods that use more
of this structure. Baltagi and Li (2002) propose amethod that uses a
series approximation to estimate the regression function. Hender-
son et al. (2008) introduce an iterative nonparametric kernel esti-
mator and conjecture its asymptotic distribution. This conjecture
is confirmed in Li and Liang (2015).

At the same time, parametric dynamic panel models, which al-
low for the inclusion of lagged dependent variables as regressors,
are also becomingmore popular. Dynamic panel models are useful

✩ We would like to thank two referees for their helpful comments.
∗ Corresponding author.

E-mail address:wei.long.cu@gmail.com (W. Long).

not only in applications in which the relationship between the de-
pendent variable and its lagged values is of direct interest, but also
in applications in which the lagged dependent variable is an im-
portant control variable. For an overview of dynamic panel mod-
els, see Baltagi (2008). While parametric dynamic panel models
are increasingly popular, until very recently few, if any, estimators
for dynamic panel models allowed the lagged dependent variable
to enter the regression function nonparametrically. A recent pa-
per by Su and Lu (2013) addresses this gap in the literature. The
authors introduce a recursive local polynomial estimation method
for fixed effects dynamic panel models. They use methods devel-
oped in Mammen et al. (2009) to derive the uniform consistency
and asymptotic normality of the estimators under the assumption
of zero serial correlation in the idiosyncratic errors.

We propose a test for the null hypothesis zero serial correla-
tion. As argued in Li and Hsiao (1998), testing for serial correlation
has long been a standard practice in applied econometric analy-
sis because if the errors are serially correlated, not only an esti-
mator ignoring serial correlation is generally inefficient, it can be
inconsistent if the regressors contain lagged dependent variables.
Moreover, strong serial correlation is often an indication of omit-
ting important explanatory variables. Hence, testing autocorrela-
tion is important because the choice of an appropriate estimation
procedure for a given panel data model crucially depends on the
error structure assumed by the model. Often the estimation meth-
ods could be considerably simplified if the errors are not autocor-
related. In this paper, we will generalize Li and Hsiao’s test for zero
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error serial correlation in a nonparametric model to a fixed effects
nonparametric model.

The remainder of the paper is organized as follows: Section 2 in-
troduces the test statistic for a nonparametric model fixed effects
model and derives its asymptotic distribution. Section 3 proposes
using a bootstrap method to better approximate the null distribu-
tion of the test statistics. Section 4 reports Monte Carlo simulation
results to examine the finite sample performance of the proposed
test. The proofs of themain results are given in the twoAppendices.

2. The nonparametric fixed effects panel data model

We consider the following fixed effects nonparametric panel
data model:

yit = g(xit) + µi + νit , i = 1, . . . ,N; t = 1, . . . , T , (2.1)

where xit = (yi,t−1, x̃′

it)
′, x̃it is of dimension (d − 1) × 1 (d ≥ 2)

vector of explanatory variable that does not contain any lagged
value of the dependent variable, µi is the fixed effect term.

We are interested in testing the null hypothesis that there is
zero first order serial correlation in νit . That is, we test

H0 : E(νitνi,t−1) = 0.

We would like to test H0 against an alternative that E(νitνi,t−1) ≠

0. However, since we have to first remove the fixed effects µi
by first difference, the first difference error ϵit ≡ νit − νi,t−1 at
an MA(1) error structure when νit is serially correlated, our test
statistic will be based on the sample analogue of E(ϵitϵi,t−1) which
equals to zero under H0. If H0 is false, νit is serially correlated, then
E(ϵitϵi,t−1) = E[(νit − νi,t−1)(νi,t−1 − νi,t−3)] = 2γ2 − γ1 − γ3,
where γj = E(νi,t−jνit). Thus, our test will have power against the
alternative hypothesis that 2γ2 − γ1 − γ3 ≠ 0.

Because νit is not observable, we need to first estimate the
g(·) function in order to estimate νit . Also, since the fixed effects
can be arbitrarily correlated with the regressor xit and there
are no instrumental variables available that can take care of the
correlation between xit and µt , following Henderson et al. (2008)
and Su and Lu (2013) we take a first difference to remove the fixed
effects:

yit − yi,t−1 = g(xit) − g(xi,t−1) + νit − νi,t−1. (2.2)

Model (2.2) is an additive model with the restriction that, ex-
cept for the negative sign in front of the second function, the two
additive functions have identical functional forms. Henderson et al.
(2008) proposed using a profile likelihood back-fitting method to
estimate model (2.2) under the assumptions that xit and νjs are in-
dependent with each other for all it and js. Su and Lu (2013) con-
sider a similar dynamic panel data model in which xit contains one
lagged dependent variable, yi,t−1, and propose to use a local poly-
nomial method to estimate the g(·) function using a back-fitting
method. In this paper we will adopt the estimation method pro-
posed by Su and Lu (2013).

Note that xit contains yi,t−1 which is correlated with νi,t−1.
However, given that νit is a serially uncorrelated process, xi,t−1 =

(yi,t−2, x̃′

i,t−1)
′ is uncorrelated with νit − νi,t−1. Hence, taking the

conditional expectation of (2.2) conditional on xi,t−1 = x, we
obtain

E(∆yit |xi,t−1 = x) = E[g(xit)|xi,t−1 = x] − g(x). (2.3)

Let ft,t−1(z|x) denote the conditional density function of xit
at xit = z conditional on xi,t−1 = x and define r(x) = −E
(∆yit |xi,t−1 = x). Then we can re-write (2.2) as

r(x) = g(x) −


ft,t−1(z|x)g(z)dz ≡ g(x) − (Ag)(x), (2.4)

where (Ag)(x) =

ft,t−1(z|x)g(z)dz.

Note that A is a linear operator. Eqs. (2.3) or (2.4) suggest a
recursive (back-fitting) method to estimate g(x). For expositional
simplicity we will discuss a local constant recursive estimator be-
low; see Su and Lu (2013) for a general local polynomial estimator.
Let ĝ[l−1](x) denote the l − 1 step estimate of g(x). Then the next
step estimator is given by

ĝ[l](x) = r̂(x) + Ê[g[l−1](xit)|xi,t−1 = x], (2.5)

where

r̂(x) = −

1
NT3

N
j=1

T
s=4

∆yjsKj,s−1,x

f̂ (x)
, (2.6)

Ê[g[l−1](xit)|xi,t−1 = x] =

1
NT3

N
j=1

T
s=4

ĝ[l−1](xjs)Kj,s−1,x

f̂ (x)
, (2.7)

f̂ (x) =
1

NT3

N
j=1

T
s=4

Kjs,x, (2.8)

where Tj = T − j and Kjs,x = K((xjs − x)/h) =
d

m=1 k((xjs,m −

xm)/hm) is the product kernel function.
The above estimation procedure requires one to use an initial

estimator to start the iterative procedure. Following Henderson
et al. (2008) and Su and Lu (2013) we use a nonparametric series
estimator as an initial estimator. Letting p(x) be a L × 1 vector
of series base functions, we use the linear combination of them:
p(x)′β to approximate g(x), so that the initial estimator of g(x) is
given by

ĝ[0](x) = p(x)′β̂ = p(x)′(P̃ ′P̃)−1P̃∆Y ,

where P̃ is a (nT3) × Lmatrix with a typical row given by p(xit)′ −
p(xi,t−1)

′ and ∆Y is (nT3) × 1 with a typical element given by
yit − yi,t−1.

We define ϵit and ϵ̂it as follows:

ϵit = νit − νi,t−1,

ϵ̂it = yit − yi,t−1 − (ĝit − ĝi,t−1),

where git denotes g(xit).
Then our test statistic IN is based on the sample analogue of

E(ϵitϵi,t−2) defined as follows:

IN ≡
1

NT3

N
i=1

T
t=4

ϵ̂it ϵ̂i,t−2. (2.9)

We derive the asymptotic distribution of IN under zero serial
correlation in νit under the following assumptions which are
similar to the ones imposed in Su and Lu (2013):

Assumption A1. (i) The random variables (yi, xi, µi, νi), i =

1, . . . ,N are independent and identically distributed across
the i index,where yi = (yi1, . . . , yiT ), xi = (xi1, . . . , xiT ), νi =

(νi1, . . . , νiT ).
(ii) (yit , xit , νit) is strictly stationary in t .
(iii) E[ϵ2

it |xit ] = σ 2
ϵ .

(iv) Let ft(·) denote the PDF of xit , and let D denote its support.
We assume that D is a compact set.

(v) The PDF ft(·) is uniformly bounded and is bounded below
from 0 on its support.

(vi) E(νit |xit , xi,t−1, . . . , xi1) = 0 a.s. under H0.
(vii) ∥g∥2 < C for some C < ∞, where ∥g∥2 ≡

g(x)2f (x)dx
1/2.

(viii)
 

[g(z) − g(x)]2ft(x)ft|t−1(z|x)dxdz > 0 for t = 2, . . . , T .
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