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a b s t r a c t

This paper develops asymptotic theory for differentiated product demand models with a large number
of markets T . It takes into account that the predicted market shares are approximated by Monte Carlo
integration with R draws and that the observed market shares are approximated from a sample of N
consumers. The estimated parameters are

√
T consistent and asymptotically normal as long as R and

N grow fast enough relative to T . Both approximations yield additional bias and variance terms in the
asymptotic expansion. I propose a bias corrected estimator and a variance adjustment that takes the
leading terms into account. Monte Carlo simulations show that these adjustments should be used in
applications to avoid severe undercoverage caused by the approximation errors.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Discrete choice models have been widely used in the empirical
industrial economics literature to estimate demand for differen-
tiated products. In these models, consumers in market t can typi-
cally choose one of Jt products or an outside option. The consumers
choose the product that maximize their utility, which leads to an
expression of the markets shares. The parameters of the utility
function can then be estimated using observedmarkets shares and
product characteristics.

The challenge of the asymptotic theory in these models is to
deal with several approximation errors. First, in models with het-
erogeneous consumers, such as the model of Berry et al. (1995)
(referred to as the BLP model), the market shares involve inte-
grals over the distribution of randomcoefficients.When estimating
the parameters of the model, these integrals cannot be calculated
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analytically and are usually approximated by Monte Carlo integra-
tion with R random draws from the distribution of the random
coefficients.1 Second, many data sets do not contain true market
shares but approximations from a sample of N consumers. Con-
sequently, asymptotic theory needs to allow for three sources of
errors: the simulation error in approximating the shares predicted
by the model, the sampling error in estimating the market shares,
and the underlying model error.

The limiting distribution of the estimated parameters can be
obtained by either letting the number of products, the number
of markets, or both approach infinity. Since the asymptotic
distribution of the estimator serves as an approximation of its
unknown finite sample distribution, it depends on the particular
data setwhich approximation ismost suitable.While in some cases
using an approximationwhere the number of products approaches
infinity is appropriate (as in Berry et al., 1995), in other cases the
number of markets is a lot larger than the number of products
(e.g. Nevo, 2001). As shown in this paper the asymptotic properties
of the estimator differ a lot depending on which approximation is

1 Although the focus lies on the effect of using Monte Carlo integration to
approximate integrals, polynomial-based quadrature rules are also discussed. See
Remark 4 for further details.
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used. It is therefore important that both approximations are well
understood.

Berry et al. (2004) provide asymptotic theory for a large number
of products in one market. In their paper all market shares go to 0
at the rate 1/J and a necessary condition for asymptotic normality
is that J2/R and J2/N are bounded. In this case, they find that their
estimator θ̂ of the parameter vector θ0 satisfies
J

θ̂ − θ0


d

→ N (0, VGMM + λ1VMC + λ2VSM) ,

where λ1 = limJ,R→∞ J2/R and λ2 = limJ,N→∞ J2/N . Here VGMM
denotes the variance of the estimator when the integral is calcu-
lated exactly and the truemarket shares are observed. VMC and VSM
are additional variance terms due to the approximation error of the
integrals and themarket shares, respectively. Hence, if J2/R or J2/N
are bounded away from 0, the asymptotic distribution of the esti-
mated parameter vector is centered at 0 but Monte Carlo integra-
tion and market share approximation leads to a larger variance.

This paper is concerned with the asymptotic theory for a small
number of products, Jt , in a growing number of markets T , which
is the natural choice in many applications. However, this setup
has not been considered in the literature so far. In Nevo (2001),
for example, there are 1124 markets and 24 products (see also
among others Kim, 2004, and Villas-Boas, 2007). Furthermore, in a
similar (but more general) class of models, Berry and Haile (2014)
provide nonparametric identification results for a large number of
markets and a fixed number of products. These results can serve
as a basis for nonparametric or semiparametric estimation of the
model. Before such a flexible estimation procedure is developed,
it is interesting to know how the commonly used fully parametric
estimators behave. I prove consistency and asymptotic normality
for these cases where T approaches infinity and Jt ≤ J̄ where J̄
is fixed. The assumptions in the main part of the paper are stated
for the BLP model, but the results in the appendix use higher
level assumptions for a more general class of models. I find that
the estimated parameters are

√
T consistent and asymptotically

normal as long as
√
T/R and

√
T/N are bounded. In this case, θ̂

satisfies
√
T

θ̂ − θ0


d

→ N

λ̃1µ1 + λ̃2µ2, VGMM


where λ̃1 = limT ,R→∞

√
T/R and λ̃2 = limT ,N→∞

√
T/N , again

VGMM is the variance of the estimatorwithout approximation errors
in the integrals and market shares, and µ1 and µ2 are constants.
Hence, if

√
T/R or

√
T/N are bounded away from 0, Monte Carlo

integration andmarket share approximation lead to an asymptotic
distribution which is not centered at 0. The intuition for this
result is that Monte Carlo integration (and similarly market share
approximation) yields both additional bias as well as additional
variance terms in the asymptotic expansion. The leading bias
term is of order Op(

√
T/R), while the leading variance term is of

order Op(1/
√
R). Hence, the bias dominates the variance if R does

not increase faster than T , and the variance does not affect the
asymptotic distribution as long as R → ∞. These results rely on
using different draws to approximate the integral in differentmarkets.
If the same R draws are used in all markets one needs T/R to be
bounded to obtain

√
T consistency, which means that more draws

are needed to approximate each integral relative to the number of
markets.2

2 Remark 3 in Section 2.2 shows the differences in the asymptotic expansions
when the same draws and different draws are used in each market. This section
also highlights the differences between asymptotics in the number of markets and
the number of products with and without different draws in different markets. See
Remark 5 for details.

These results highlight that there are important differences
between letting the number of products or the number of markets
approach infinity. With a large number of products, it is important
to correct the variance of the estimator due to the approximations.
With a large number of markets and different draws in each
market, the asymptotic distributionmight not be centered at 0 and
hence, a bias corrected estimator is needed. In both cases if R is too
small, confidence intervals based on the usual asymptotic GMM
distribution have the wrong size even asymptotically. Notice that
when

√
T/R and

√
T/N converge to 0, the approximations do not

affect the asymptotic distribution of the estimator. Contrary, in the
setupwhere J approaches infinity, this result is only obtainedwhen
J2/R and J2/N converge to 0, which is a stronger requirement on
the number of draws relative to the sample size.

The finite sample properties of the estimator depend on R and
N due to both the additional bias and variance terms. I suggest
an analytical bias correction which eliminates the leading bias
term from the asymptotic distribution. I also show how one can
easily incorporate the leading variance term when calculating
standard errors. These two corrections greatly improve finite
sample results. In particular, Monte Carlo simulations demonstrate
that using a small number of simulation draws in comparison
to the number of markets and using the usual GMM asymptotic
distribution can yield distorted inference while the use of bias
correction and adjusted standard errors leads to a considerably
better performance.

These results might suggest that practitioners can simply use a
very large number of draws and ignore Monte Carlo integration is-
sues. Although this might be feasible depending on the model and
computing resources available, in applications this is often not pos-
sible for several reasons. First, one does not know in advance how
many draws suffice to obtain satisfactory results. As discussed in
Section 4, the number of draws needed depends, among others, on
the sample size, the number of random coefficients as well as un-
knownparameters, such as the variance of the randomcoefficients.
Second, taking a very large number of draws is computationally
very demanding because one needs to solve a complicated nonlin-
ear optimization problem to estimate the parameters. The Monte
Carlo results of the random coefficients logit model presented in
Section 4 are based on a small number of products (J = 4) and
six random coefficients to make the problem tractable. However,
in the same setup as in Section 4 but with a sample size of J = 24
and T = 1124 (as in Nevo, 2001) it takes more than 24 h to min-
imize the objective function when R = 2000 and the starting val-
ues of the parameters are close to the true values.3 Since we are
dealing with a nonlinear optimization problem one needs to use
several different starting values in applications. Taking a smaller
number of draws considerably speeds up calculations. Third, even
when taking the same draws for each product and each random
coefficient, the number of draws needed is T × R. In the previous
example this means that 2248,000 draws are used to calculate the
shares and the draws have to be stored before optimizing the func-
tion. As a consequence, more than 20 GB of memory is needed to
run the program which is used to do the simulations in this paper.
Finally, in case one wants to integrate over empirical distributions
of demographic characteristics, R is constrained by the number of
people in the database for a certain market.

The implication for empirical work with Monte Carlo integra-
tion or approximated market shares is that bias corrections and
variance adjustments should be used. If the number of draws and
the number of consumers is sufficiently large, the bias correction is
close to 0 and the corrected standard errorswill be very close to the

3 Computational details, including a description of the processors used, are
presented in Section 4.



Download English Version:

https://daneshyari.com/en/article/5095950

Download Persian Version:

https://daneshyari.com/article/5095950

Daneshyari.com

https://daneshyari.com/en/article/5095950
https://daneshyari.com/article/5095950
https://daneshyari.com

