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a b s t r a c t

Parametric mixture models are commonly used in applied work, especially empirical economics, where
these models are often employed to learn for example about the proportions of various types in a given
population. This paper examines the inference question on the proportions (mixing probability) in a
simple mixture model in the presence of nuisance parameters when sample size is large. It is well known
that likelihood inference in mixture models is complicated due to (1) lack of point identification, and (2)
parameters (for example,mixing probabilities)whose true valuemay lie on the boundary of the parameter
space. These issues cause the profiled likelihood ratio (PLR) statistic to admit asymptotic limits that differ
discontinuously depending on how the true density of the data approaches the regions of singularities
where there is lack of point identification. This lack of uniformity in the asymptotic distribution suggests
that confidence intervals based on pointwise asymptotic approximations might lead to faulty inferences.
This paper examines this problem in details in a finite mixture model and provides possible fixes based
on the parametric bootstrap. We examine the performance of this parametric bootstrap in Monte Carlo
experiments and apply it to data from Beauty Contest experiments. We also examine small sample
inferences and projection methods.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

This paper studies the question of inference, mainly testing and
confidence regions, on the mixing probability in the following fi-
nitemixturemodel with two components where the density of the
observed data is:

p(·; θ, δ) = δfθ + (1 − δ)f0 with fθ = f (·, θ) and
f0 = f (·, θ0). (1.1)

The mixing probability δ takes values in the closed interval [0, 1].
We observe a sample of n independent random draws {Xi, i =

1, . . . , n} from the density p(.; θ, δ), and are interested in infer-
ence on δ in the presence of a nuisance parameter θ ∈ Θ , a compact
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subset ofRk. Also, herewe assume that θ0 and the formof f (.; .) are
known. Themodel above is amember of a class of parametric finite
mixture models, and in this paper we focus on complications that
arise mainly due to the possibility that the true parameters in (1.1)
are in the singularity regionwhere δ∗∥θ −θ0∥ = 0. The singularity
region leads to two problems: lack of identification (if θ = θ0, the
model has no information about δ and if δ = 0, the model has no
information about θ ) and parameters lying on the boundary of the
parameter space (when δ = 0). Those two issues create problems
for inference based on themaximum likelihood estimators of δ and
θ , since the maximum likelihood estimators of the parameters in
the singularity region are no longer necessarily consistent, and the
asymptotic distribution of the likelihood ratio statistic is no longer
standard.

Allowing for cases in which the true parameters can lie in
this singularity region is key in mixture models as it is related to
learning thenumber ofmixture components in a population,which
in many cases is the main object of interest in applications. Each
point (δ, θ) in the singularity region, plotted in Fig. 1, leads to the
same density for the observed data, i.e., p(·) = f0(·). We use a
profile likelihood ratio statistic to construct confidence region for δ
while treating θ as a nuisance parameter. The main objective of this
paper is to examine the asymptotic behavior of this profiled likelihood
ratio statistic when the true model lies close to the singularity region.
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Fig. 1. Singularity set in the main model (1.1): when true δ is equal to zero, then
the implied density of the data is f0 no matter what the value of θ is, i.e., when true
δ is zero, the parameter θ is not identified at all. Also, when true θ is equal to θ0 , the
implied density of the data is also f0 and δ is completely not identified.

The pointwise asymptotic distribution of this profiled likeli-
hood ratio statistic (or PLR) has a well known limit distribution
even when true (δ, θ) belong to the singularity region (see, for
example, Liu and Shao (2003)). We complement these results by
showing that the limit distribution of this PLR statistic is a dis-
continuous function of true δ when this true δ is in a close neigh-
borhood and drifting towards the singularity region at a given
rate. This discontinuity in the asymptotic distribution of the PLR
statistic – or lack of uniformity – when the true parameters are
sufficiently close to the singularity region can cause misleading
inferences (such as undersized test) when these pointwise limit
distributions are usedwith finite samples.We first examine the na-
ture of this discontinuity by deriving the asymptotic distribution of
the PLR statistic under drifting – towards the singularity region –
sequences of true parameters, and secondwe propose an approach
to inference using a parametric bootstrap procedure. The reason to
consider the bootstrap in this setup is that the asymptotic limits in-
volve supremumover complicated stochastic process that are hard
to dealwith. In addition, the parametric bootstrap seems like a nat-
ural approach to use in the setup above. We evaluate these issues
using some simulations and an empirical application with experi-
mental data.

There are a few well known issues that one must confront in
the above setup. The first is the lack of identification in the region
of singularity. Our approach delivers confidence sets that maintain
coveragewhether or not themodel is identified. These sets are con-
structed by inverting the PLR statistic. In the case where the true
model belongs to the singularity region, the confidence sets will be
the whole parameter space. Another non-standard issue is that in
the singularity region some parameters lie on the boundary of the
parameter space, which also creates discontinuities in the limiting
distribution of the PLR statistic. Due to these twoproblems,we take
an approach of drifting sequences of true parameters (local to the
singularity region approach) to derive the limiting distribution of
the PLR statistic. In particular, if these sequences stay away from
the singularity set, then the PLR statistic has regular χ2 limits. As
these sequences are allowed to approach the singularity set, the
PLR statistic admits varying limits depending on the rate at which
the true parameter sequence approaches the singularity and the
location of the limit point in the singularity set. Critical sequences
are the ones where δ approaches the singularity region at the rate
of square root of the sample size. We propose a parametric boot-
strap as the method to construct valid confidence set for δ (or joint
confidence sets for (δ, θ)). In most cases, the parametric bootstrap
mimics the small sample distribution and is shown to be consistent
(even in some cases when the limiting mixing probability δ lies on
the boundary of the parameter space). The parametric bootstrap is
a particularly attractive approach to inference here since using the

asymptotic distribution directly may be computationally difficult.
In critical cases, we show how the parametric bootstrap can be ad-
justed in such a way to guarantee the correct uniform coverage.

So, the empirical takeaway from the paper is that when doing
inference on the mixing probabilities in the presence of other pa-
rameters, a theoretically attractive approach is to build confidence
regions by inverting a (profiled) likelihood ratio statistic. Getting
critical values is complicated, but the parametric bootstrap seems
to do a reasonable job in approximating the small sample distribu-
tion.

Although the model we focus on in this paper is simple, it is a
prototypical case that highlights the statistical problems that arise
when analyzingmore complicatedmodels (withmore than 2 com-
ponents and/or vector θ ) and so we consider this model in de-
tails and discuss extending ourmethods tomore complicated cases
(with vector θ ’s and larger number of mixtures) in the Appendix.

1.1. Motivation, examples, and literature

Mixture models are important modeling tools in all areas of
applied statistics. See for example McLachlan and Peel (2000). In
empirical economics, finite mixtures are used to introduce unob-
served heterogeneity. In a nutshell, suppose that an individual or a
datum can be one of K types, and each type k ∈ {1, . . . , K} leads
to ‘‘behavior’’ with a density fk. Then, since we do not observe indi-
viduals’ types, the likelihood of the observed data is a mixture over
these densities with the proportion of types being a main object of
interest. An important example of this setup from the economet-
rics literature is Keane and Wolpin (1997).

In addition, mixture models can arise when analyzing some
class of games with multiple Nash equilibria. For example, one
equilibrium can involve pure strategies and one in mixed strate-
gies.1 The observed data are proportions of various outcomes
where here a given outcome can be observed if (1) it is the pure
strategy equilibrium, or (2) if it is on the support of themixed strat-
egy equilibrium. So, the predicted proportions will be a mixture
where the mixing weights are the selection probabilities. See for
example Berry and Tamer (2006).

In statistics, there is a large and ongoing literature on inference
in finite mixture models using the likelihood ratio statistic. Most
results in this literature focus on deriving the limit distribution
when the true parameter is fixed. These results can allow for lack
of identification. See, for example, Liu and Shao (2003), Dacunha-
Castelle and Gassiat (1999), Azaïs et al. (2006), Chernoff and
Lander (1995), Chen et al. (2004) and others. Pointwise asymptotic
distribution of LR statistic under a fixed null hypothesis for finite
mixture models and closely related regime switching models have
also been studied in econometrics; see, e.g., Cho andWhite (2007).

In econometrics, the literature on uniform approximation and
confidence intervals is motivated by situations where the point-
wise asymptotic distribution of a test statistic has discontinu-
ities in its limit distribution. See, e.g., Mikusheva (2007), Romano
and Shaikh (2012), Andrews and Cheng (2005, 2011), Andrews
et al. (2011) and references cited therein. Our paper’s approach
to finite mixtures is motivated by this literature. In particular,
Andrews and Cheng (2005, 2011) provide methods for building
valid confidence intervals in moment based and likelihood setups
inwhich some parameters can be non-point identified but they as-
sume the true parameters belong to the interior of the parameter
space. We follow their approach in that we consider all possible
sequences that approach the region of singularity. A key difference

1 One such game is a 2 × 2 entry game in which for some values of the payoffs,
there are three equilibria, 2 in pure strategies and one in mixed strategies.
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