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I propose a quasi-maximum likelihood framework for estimating nonlinear models with continuous or
discrete endogenous explanatory variables. Joint and two-step estimation procedures are considered. The
joint procedure is a quasi-limited information maximum likelihood procedure, as one or both of the log

JEL classification: likelihoods may be misspecified. The two-step control function approach is computationally simple and
3? leads to straightforward tests of endogeneity. In the case of discrete endogenous explanatory variables,
25 [ argue that the control function approach can be applied with generalized residuals to obtain average

partial effects. I show how the results apply to nonlinear models for fractional and nonnegative responses.
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1. Introduction

It is well known that endogeneity of explanatory variables is
generally difficult to handle in nonlinear models, although several
special cases have been worked out. Unlike with a linear model
with constant coefficients, where two stage least squares (2SLS)
can always be applied regardless of the nature of the endogenous
explanatory variables (EEVs), with nonlinear models the proba-
bilistic nature of the EEVs — whether they are continuous, discrete,
or some combination - plays a critical role. Methods where fitted
values obtained in a first stage are plugged in for the EEVs in a sec-
ond stage are generally inconsistent for both the structural param-
eters and other quantities of interest, such as average partial (or
marginal) effects.

A common approach to estimate nonlinear models with EEVs is
to apply maximum likelihood (conditional on the exogenous vari-
ables). In principle, joint MLE is available when a distribution (con-
ditional on exogenous variables) for the EEVs is fully specified and
adistribution of the response variable conditional on the EEVs (and
exogenous variables) is specified or derived from a set of equations
with unobserved errors. The MLE approach has been widely ap-
plied, especially for binary responses, but it has some limitations.
For one, it can be computationally difficult with multiple EEVs or
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many sources of heterogeneity. Perhaps more importantly, it main-
tains specification of a full set of conditional distributions. In some
cases we may wish to specify only certain features of a conditional
distribution, such as a conditional mean.

Since the influential work of White (1982), econometricians
have known that the estimators obtained from maximum likeli-
hood estimation of misspecified models generally converge to pa-
rameters that can be given an interpretation in terms of best fit to
the true density, and it is possible to perform inference on those
parameters. Further, there are special cases where the quasi-MLE
(QMLE) actually identifies population parameters that index some
correctly specified feature of the distribution. Gourieroux et al.
(1984) (GMT) consider the important case of conditional means
and conditional variances. An important result of GMT is that a
QMLE in the linear exponential family identifies a correctly speci-
fied conditional mean with essentially arbitrary distributional mis-
specification.

The first contribution of this paper is to show that a class of
quasi-MLE methods can be used to consistently estimate param-
eters in nonlinear models with endogenous explanatory variables.
I rely on the results of GMT along with a common partitioning of
quasi-log-likelihood functions for models with EEVs. Two practi-
cally important examples are quasi-MLEs obtained for a fractional
response (a variable that takes values in the unit interval) with
either a continuous or a binary EEV. Conveniently, the log likeli-
hood function for a binary response can be applied to fractional
response variables under a conditional mean assumption without
further restricting the conditional distribution. Naturally, because
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the method is quasi-MLE, robust inference needs to be used be-
cause the information matrix equality is generally violated. These
days, such inference is routinely available.

The second contribution of this paper is to use the joint quasi-
MLE framework to obtain simple variable addition tests (VATSs)
that can detect endogeneity of suspected explanatory variables. In
particular, I show how the score principle leads to a general class of
test statistics obtained by adding generalized residuals, obtained in
a first-stage QMLE problem, to a second-stage quasi-MLE problem
and using a standard Wald test. The VATs are easily made robust
to distributional failures other than correct specification of the
conditional mean. Further, because the VATs are asymptotically
equivalent to score tests under correct distributional specification,
the VATSs are asymptotically efficient in some leading cases and can
be expected to work well generally.

The VAT approach to test endogeneity is closely related to
a second popular approach to estimate nonlinear models with
EEVs: the two-step control function (CF) approach. In the most
common CF approaches, residuals from a first-stage estimation
involving reduced forms for the EEVs are inserted into a second-
stage estimation problem. Popular examples are Rivers and Vuong
(1988) for probit models and Smith and Blundell (1986) for Tobit
models. Wooldridge (2010) uses the control function (CF) approach
in a variety of settings, including nonlinear models with cross
section data or panel data. In an important work, Blundell and
Powell (2003, 2004) (BP) have shown that the approach has broad
applicability in semiparametric and even nonparametric settings.
BP show that quantities of interest - partial effects of the so-called
average structural function - are identified very generally, without
distributional or functional form restrictions.

The main drawback of most CF approaches for nonlinear mod-
els - even in BP’s general setting - is that the nature of the EEVs
is restricted. It must be assumed that the reduced forms of the
EEVs have additive errors that are independent of the variables
exogenous in the structural equation. The assumption of additive,
independent errors rules out discrete EEVs. Thus, while the BP
approach allows for general response functions, its scope is re-
stricted because it does not allow general EEVs. The third contri-
bution of this paper - and one that is somewhat controversial - is
to recommend two-step CF approaches in a quasi-MLE framework
for general kinds of EEVs. In effect, | suggest that a flexible two-step
control function approach used to obtain VATs might yield good es-
timates of average partial effects fairly generally.

The CF approach for nonlinear models with discrete (as well
as continuous) EEVs has been previously proposed by Terza et al.
(2008) (TBR), which they call “two-stage residual inclusion”. My
derivation of the CF approach is somewhat different from TBR’s.
In particular, before specifying any restrictions on functional form,
I use a conditional independence assumption and I focus on
average partial effects rather than parameter estimates. By doing
so I am able to argue for more flexible functional forms for the
conditional mean while interpreting the approach as providing an
approximate solution to the endogeneity problem. Plus, I consider
a more general quasi-MLE estimation framework, and I discuss
why the CF approach is more convincing for continuous EEVs than
for discrete EEVs.

The rest of the paper is organized as follows. In Section 2 I
use a standard linear model as motivation for QMLE by showing
the robustness of the Gaussian limited information maximum
likelihood (LIML) estimator. The arguments in the linear case can
be extended to nonlinear cases, and Section 3 lays out the general
approach. Section 4 shows how the approach can be applied to
fractional response variables and nonnegative responses with an
exponential mean function, including count responses.

Simple variable addition tests for testing the null that the
suspected EEVs are exogenous are derived in Section 5. These tests

are easily obtained using standard software, and they motivate
the general control function approach in Section 6 for handling
endogeneity of continuous and discrete EEVs. Section 6.5 contains
some concluding remarks.

2. Motivation for quasi-MLE: a linear model

Consider a population linear model for a response variable, y1,
with a single endogenous explanatory variable (EEV), y,:

Y1 = o1¥2 + 21801 + Uy, (1)

where z; isa 1 x L; strict subvector of a vector z. Assume the vector
z is exogenous in the sense that

E(Zu;) = 0. (2)

In practice, z; would include a constant, and so we assume that
u; has a zero mean. I use the convention of putting “o” on the
parameters in (1) because it is helpful to distinguish the population
values from generic values in the parameter space.

The reduced form of y, is a linear projection in the population:

Y2 =283 + 12 (3)
E@Zv) =0 (4)

where 8, is L x 1. Notice that nothing about the linear projection
defined by (3) and (4) restricts the nature of y,; it could be a
continuous variable but also a discrete variable, including a binary
variable. Also, (1) can be viewed as a linear approximation to a
underlying linear model, where (2) effectively defines «,1 and &,.

Provided E(z'z) is nonsingular and 8,5, # O, where §,;, =
(8,51, 8,,)", two stage least squares (2SLS) estimation under ran-
dom sampling is consistent; see, for example, Wooldridge (2010,
Chapter 5). An alternative approach, and one that is convenient for
testing the null that y, is exogenous, is a control function approach.
Write the linear projection of u; on vy, in error form, as

Uy = Yo1v2 + €1, (5)

where y,; = E(v2u1)/E(v§) is the population regression coeffi-
cient. By construction, E(v,e;) = 0 and E(z'e;) = 0.
If we plug (5) into (1) we can write

V1 =001y2 + 2181 + Vo1v2 + €4 (6)
E(Z'e;) =0, E(vye1) =0, E(y,e1) = 0. (7)

Adding the reduced form error, vy, to the structural equation
“controls” for the endogeneity of y,. If we could observe data on
vy, we could simply add it as a regressor. Instead, given a random
sample of size N, we can estimate 8, in a first stage by OLS and
obtain the residuals, v;,i = 1, ..., N.In a second stage we run the
regression

YiiOnyp, zy,anddp, i=1,...,N. (8)

The OLS estimators from (8) are control function (CF) estimators. It
is well known - for example, Hausman (1978) - that the estimates
a1 and 31 are identical to the 2SLS estimates. See also Wooldridge
(2010, Chapter 6).

Rather than use a two-step method, an alternative is to obtain
the LIML estimator assuming that (uy, v,) is independent of z and
bivariate normal, which implies that (e, v;) is bivariate normal
and independent of z. For variance parameters rﬁ and rzz, the log
likelihood for random draw i (conditional on z;), multiplied by two,
is

—log(n?) — [yin — @i — znd1 — i — 28)1° /0]
— log(ty) — (Vio — 2:83)* /73, (9)
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