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a b s t r a c t

Time invariance of factor loadings is a standard assumption in the analysis of large factor models. Yet,
this assumption may be restrictive unless parameter shifts are mild (i.e., local to zero). In this paper we
develop a new testing procedure to detect big breaks in these loadings at either known or unknown dates.
It relies upon testing for parameter breaks in a regression of one of the factors estimated by Principal
Components analysis on the remaining estimated factors,where the number of factors is chosen according
to Bai and Ng’s (2002) information criteria. The test fares well in terms of power relative to other recently
proposed tests on this issue, and can be easily implemented to avoid forecasting failures in standard
factor-augmented (FAR, FAVAR) models where the number of factors is a priori imposed on the basis
of theoretical considerations.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Despite being well acknowledged that some parameters in
economic relationships can be subject to important structural
breaks (e.g., those related to technological change, globalization
or strong policy reforms), a standard practice in the estimation
of large factor models (FM, hereafter) has been to assume time-
invariant factor loadings. Possibly, one of the main reasons for this
benignneglect of breaks stems from the important results obtained
by Stock and Watson (2002, 2009) regarding the consistency
of the estimated factors by principal components analysis (PCA
hereafter) when the loadings are subject to small (i.e., local-to-
zero) instabilities. These authors conclude that the failure of factor-
based forecasts is mainly due to the instability of the forecast
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function, rather than of the different components of the FM. As
a result, their advice is to use full-sample factor estimates and
subsample forecasting equations to improve forecasts.

However, the main emphasis placed on local-to-zero breaks
has been subsequently questioned. For example, by means of a
Monte Carlo study, Banerjee et al. (2008) conclude that, in con-
trast to Stock andWatson’s diagnosis, the instability of factor load-
ingswhen big (i.e., not local-to-zero) breaks occur is themost likely
reason behind theworsening factor-based forecasts, particularly in
small samples. Likewise, when discussing Stock and Watson’s re-
search on this topic, Giannone (2007) argues that ‘‘. . . to understand
structural changes we should devotemore effort inmodelling the vari-
ables characterized by more severe instabilities. . . ’’. In this paper, we
pursue this goal by providing a precise characterization of the dif-
ferent conditions under which big and small breaks in the factor
loadings may occur, as well as develop a simple test to distinguish
between them. We conclude that, in contrast to small breaks, big
breaks should not be ignored since they may lead to misleading
results in standard econometric practices using FM and in the po-
tential interpretation of the factors themselves.

A forerunner of our paper is Breitung and Eickmeier (2011,
BE henceforth) who were the first to propose a proper testing
procedure to detect big breaks in the factor loadings. Their test
relies on the idea that, under the null of no structural break (plus
some additional assumptions), the estimation error of the factors
can be ignored and thus the estimated factors can be treated as
the true ones. Consequently, a Chow-type test can be implemented
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by regressing each variable in the data set on both the estimated
factors using the whole sample and their truncated versions from
the date of the break onwards. Focusing on the joint statistical
significance of the estimated coefficients on the truncated factors,
their test compares the empirical rejection frequency among the
individual regressions to a nominal size of 5% under the null. In
our view, this approach suffers from two limitations: (i) the overall
limiting distribution of their test remains unknown when testing
for the equality of all the elements of the loading matrix in both
subsamples1; and (ii) it lacks non-trivial power when the number
of factors is chosen according to some consistent estimator of r .
This last problem can be serious. For example, as explained further
below, a FM with r original factors where the loadings of one
of them exhibit a big structural break at the same date admits a
standard factor representation with r + 1 factors without a break.
Hence, if the number of factorswere to be chosen as r+1, instead of
r , their testing approach would fail to detect any break at all when
in fact there is one.

Our contribution here is to propose a simple testing procedure
to detect big breaks in FMs stemming from a single source which
does not suffer from the previous shortcomings. We focus on
breaks in the loadings thoughwealso provide a procedure to detect
whether the breaks originate from the loadings or from factors
themselves. In particular, we first derive some asymptotic results
finding that, in contrast to small breaks, the number of factors is
overestimated under big breaks, a result which was also used by
BE (2011). We argue that neglecting these breaks can have serious
consequences on the forecasting performance of some popular
regression-based models using factors, where their number is a
priori imposed. Likewise, under big breaks, it may be difficult
to provide a structural interpretation of the estimated factors
when they are chosen according to some consistent information
criteria (see Bai and Ng, 2006b; Chen, 2012). Our proposal
relies upon a very simple regression-based testing procedure. As
sketched earlier, the insight is that a FM with big breaks in the
loadings can be re-parameterized as another FM with constant
loadings but a larger set of factors, where the number and the space
spanned by the latter can be consistently estimated by PCA under
fairly standard assumptions. Hence, rather than directly testing
for whether all the elements of the loadings matrix are stable,
which will suffer from an infinite-dimensionality problem as the
number of variables in the panel data set grows, one can test if the
relationships among the larger finite-dimensional set of estimated
factors are stable.

Specifically, our procedure consists of two steps. First, the
number of factors for the whole sample period is chosen as
r̄ according to Bai and Ng’s (2002, BN henceforth) information
criteria, and then r̄ factors are estimated by PCA. Next, one of the
estimated factors (e.g., the first one) is regressed on the remaining
r̄ −1 factors, to next apply the standard Chow Test or the Sup-type
Test of Andrews (1993) to this regression, depending on whether
the date of the break is treated as known or unknown. If the null
of no breaks is rejected in the second-step regression, we conclude
that there are big breaks and, otherwise, that either no breaks exist
at all or that only small breaks occur. Further, on the basis of the
rank properties of the covariance matrix of the estimated factors
in different subsamples, we also provide some guidance on how
to distinguish between breaks stemming either from the loadings
or from the data generating process (DGP hereafter) of the factors.
This difference is important since the latter may lead to reject the

1 With the notation used below in (1)–(2), the limiting distribution of the
rejection frequencies for the joint hypothesis A = B is not known, although the
individual tests for the hypothesis αi = βi have known limiting distributions.

null of constant loadings when it is true, implying a misleading
interpretation of the source of the break.

After completing the first draft of this paper, we became aware
of a closely related paper by Han and Inoue (2012, HI hereafter)
who, in an independent research, adopt a similar approach to ours
in testing for big breaks in FM. The two approaches, however, differ
in some relevant respects. In effect, rather than using a simple
regression-based approach to avoid the infinite-dimensionality
problemaswedohere, HI (2012) test directly for differences before
and after the break in all the elements of the covariance matrix
of the estimated factors. We will argue below that, despite the
fact that the HI tests use more information than ours, both tests
generally exhibit similar power. Indeed, our regression-based test
based on theWald principle,which behavesmuch better in general
than the Lagrange multiplier (LM hereafter) tests for detecting
structural breaks, is even more powerful than the corresponding
HI’s test for small sample sizes, such asN = T = 50. One additional
advantage of our simple linear-regression setup is that it amenable
to use many other existing methods for testing breaks, including
multiple ones (see, e.g. Perron, 2006, for an extensive review of
these tests).

The rest of the paper is organized as follows. In Section 2, we
present the basic notation, assumptions and the definitions of small
and big breaks. In Section 3, we analyze the consequences of big
breaks on the choice of the number of factors and their estimation,
as well as their effects on standard econometric practices with
factor-augmented regressions. In Section 4, we first derive the
asymptotic distributions of our tests and next discuss, when a
big break is detected, how to identify its sources. Section 5 deals
with the finite sample performance of our test relative to the
competing tests usingMonte-Carlo simulations. Section 6 provides
an empirical application. Finally, Section 7 concludes. An appendix
contains detailed proofs of the main results.

2. Notation and preliminaries

We consider FM that can be rewritten in the static canonical
form:

Xt = AFt + et

where Xt is the N × 1 vector of observed variables, A =

(α1, . . . , αN)′ is theN×r matrix of factor loadings, r is the number
of common factors which is finite, Ft = (F1t , . . . , Frt)′ is the r × 1
vector of common factors, and et is theN×1 vector of idiosyncratic
errors. In the case of dynamic FMs, all the common factors ft and
their lags are stacked into Ft . Thus, a dynamic FM with r dynamic
factors and p lags of these factors can bewritten as a static FMwith
r × (p+ 1) static factors. Further, given the assumptions we make
about et , the case analyzed by BE (2011) where the eit disturbances
are generated by individual specific autoregressive (AR hereafter)
processes is also considered.2

We assume that there is a single structural break in the factor
loadings of all factors at the same date τ :

Xt = AFt + et t = 1, 2, . . . , τ , (1)
Xt = BFt + et t = τ + 1, . . . , T (2)

where B = (β1, . . . , βN)′ is the new factor loadings after the break.
By defining the matrix C = B − A, which captures the size of the

2 Notice, however, that our setup excludes the generalized dynamic FM
considered by Forni and Lippi (2001), where the polynomial distributed lag possibly
tends to infinity.
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