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a b s t r a c t

The central concern of this paper is parameter heterogeneity in models specified by a number of
unconditional or conditional moment conditions and thereby the provision of a framework for the
development of apposite optimal m-tests against its potential presence. We initially consider the
unconditional moment restrictions framework. Optimal m-tests against moment condition parameter
heterogeneity are derived with the relevant Jacobian matrix obtained in terms of the second order own
derivatives of the moment indicator in a leading case. GMM and GEL tests of specification based on
generalized information matrix equalities appropriate for moment-based models are described and their
relation to optimalm-tests againstmoment condition parameter heterogeneity examined. A fundamental
and important difference is noted between GMM and GEL constructions. The paper is concluded by a
generalization of these tests to the conditional moment context and the provision of a limited set of
simulation experiments to illustrate the efficacy of the proposed tests.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

For econometric estimation with cross-section and panel data
the possibility of individual economic agent heterogeneity is a
major concern. In particular, when parameters represent agent
preferences investigators may wish to entertain the possibility
that parameter values might vary across observational economic
units. Although it may in practice be difficult to control for such
parameter heterogeneity, the formulation and conduct of tests
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for parameter heterogeneity are often relatively straightforward.
Indeed, in the classical parametric likelihood context, Chesher
(1984) demonstrates that thewell-known informationmatrix (IM)
test due to White (1982) can be interpreted as a test against
random parameter variation. In particular, the White (1980) test
for heteroskedasticity in the classical linear regression model is a
test for random variation in the regression coefficients. Such tests
often provide useful ways of checking for unobserved individual
heterogeneity.

The central concern of this paper is parameter heterogeneity in
models specified by moment conditions and thereby the provision
of a framework for the development of apposite optimal m-tests
against its potential presence.We consider both unconditional and
conditional model settings. Based on the results in Newey (1985a),
to formulate an optimal m-test we find the linear combination of
moment functions with maximal noncentrality parameter in the
limiting noncentral chi-square distribution of a class ofm-statistics
under a local random parameter alternative. In a leading case, the
optimal linear combination has a simple form, being expressed in
terms of the second order own derivatives of the moments with
respect to those parameters that are considered possibly to be
random,multiplied by the optimalweightingmatrix. Thus, themo-
ment conditions themselves provide all that is needed for the con-
struction of test statistics for parameter heterogeneity.

We also consider generalized IM equalities associated with
efficient two-step (2S) generalized method of moments (GMM)
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(Hansen, 1982) and generalized empirical likelihood (GEL) (Newey
and Smith (2004), henceforth NS, and Smith (1997, 2011)) estima-
tion. The 2SGMM-based version of the generalized IM test statistic
employs all second derivatives including cross-derivatives of the
moments. The GEL form is associated with a more general form
of parameter heterogeneity test involving additional components
that may be interpreted in terms of a particular correlation struc-
ture linking the sample Jacobian and the random variates driving
potential parameter heterogeneity.

To provide a background for the subsequent discussion Sec-
tion 2 reconsiders the IM test of White (1982) and its interpreta-
tion as a test against parameter heterogeneity in Chesher (1984).
We then consider the effect of parameter heterogeneity on mo-
ment conditions in Section 3 and derive the optimal linear combi-
nation to be used in constructing the tests in a leading case when
the sample Jacobian is uncorrelated with the random heterogene-
ity variate.Wegive alternative Lagrangemultiplier and score forms
of the optimalm-statistic that, using the results of Newey (1985a),
maximize asymptotic local power. Section 4 of the paper provides
moment specification tests obtained by consideration of gener-
alized forms of the IM equality appropriate for efficient 2SGMM
and GEL estimation. These statistics are then compared with those
against moment condition parameter heterogeneity developed in
Section 3. Components of the 2SGMM form coincide with those of
Section 3 whereas the GEL statistic incorporates additional terms
that implicitly allow for a particular form of correlation between
the sample Jacobian and the random variates potentially driving
parameter heterogeneity. These results are illustrated by consid-
eration of empirical likelihood, a special case of GEL that allows a
direct application of the classical likelihood-based approach to IM
test construction discussed in Section 2. The results of earlier sec-
tions are then extended in Section 5 to deal with models specified
in terms of conditional moment conditions. Section 6 provides a
set of simulation experiments to illustrate the potential efficacy for
empirical research of the tests proposed in the paper. The paper is
concluded in Section 7. The Appendices contain relevant assump-
tions and proofs of results and assertions made in the main text.

Throughout the text (xi, zi), (i = 1, . . . , n), will denote i.i.d. ob-
servations on the observable dx-dimensional covariate or instru-
ment vector x and the dz-dimensional vector z that may include
a sub-vector of x. The vector β denotes the parameters of inter-
est with B the relevant parameter space. Positive (semi-) definite
is denoted as p.(s.)d. and f.c.r. is full column rank. Superscripted
vectors denote the requisite element, e.g., aj is the jth element of
vector a. UWL will denote a uniform weak law of large numbers
such as Lemma 2.4 of Newey and McFadden (1994), and CLT will
refer to the Lindeberg–Lévy central limit theorem. ‘‘

p
→’’ and ‘‘

d
→’’

are respectively convergence in probability and distribution.

2. The classical information matrix test

We first consider the classical fully parametric likelihood con-
text and briefly review the information matrix (IM) test initially
proposed in the seminal paper White (1982). See, in particu-
lar,White (1982, Section 4, pp. 9–12). The interpretation presented
in Chesher (1984) of the IM test as a Lagrange multiplier (LM)
or score test for neglected (parameter) heterogeneity is then dis-
cussed.

For the purposes of this section it is assumed that z has (con-
ditional) distribution function F(·, β) given covariates x known up
to the p × 1 parameter vector β ∈ B. We omit the covariates x
from the expositionwhere there is no possibility of confusion. Sup-
pose also that F(·, β) possesses Radon–Nikodým conditional den-
sity f (z, β) = ∂F(z, β)/∂v and that the density f (z, β) is twice
continuously differentiable in β ∈ B.

2.1. ML estimation

The ML estimator β̂ML is defined by

β̂ML = argmax
β∈B

1
n

n
i=1

log f (zi, β).

Let β0 ∈ B denote the true value of β and E0[·] denote expec-
tation taken with respect to f (z, β0). The IM I(β0) is then defined
by I(β0) = −E0[∂2 log f (z, β0)/∂β∂β ′

], its inverse defining the
classical Cramér–Rao efficiency lower bound. Under standard reg-
ularity conditions, see, e.g., Newey and McFadden (1994), β̂ML is a
root-n consistent estimator of β0 with limiting representation

n1/2(β̂ML − β0)

= −I(β0)
−1n−1/2

n
i=1

∂ log f (zi, β0)/∂β + Op(n−1/2). (2.1)

Consequently the ML estimator β̂ML has an asymptotic normal dis-
tribution described by

n1/2(β̂ML − β0)
d

→ N(0, I(β0)
−1).

2.2. IM equality and IM specification test

With E[·] as expectation taken with respect to f (z, β), twice
differentiation of the identity E[1] = 1 with respect to β demon-
strates that the density function f (z, ·) obeys the familiar IM equal-
ity

E


1
f (z, β)

∂2f (z, β)

∂β∂β ′


= E


∂2 log f (z, β)

∂β∂β ′


+ E


∂ log f (z, β)

∂β

∂ log f (z, β)

∂β ′


= 0.

Therefore, under correct specification, i.e., z distributed with
density function f (z, β0), and given the consistency of β̂ML for β0,
by an i.i.d. UWL, the contrast with zero

1
n

n
i=1

1

f (zi, β̂ML)

∂2f (zi, β̂ML)

∂β∂β ′
=

1
n

n
i=1


∂2 log f (zi, β̂ML)

∂β∂β ′

+
∂ log f (zi, β̂ML)

∂β

∂ log f (zi, β̂ML)

∂β ′


consistently estimates a p×pmatrix of zeros. The IM test ofWhite
(1982) is a (conditional) moment test (Newey, 1985b) for correct
specification based on selected elements of the rescaled moment
vector1,2

n1/2
n

i=1

1

f (zi, β̂ML)
vec


∂2f (zi, β̂ML)

∂β∂β ′


/n. (2.2)

2.3. Neglected heterogeneity

The IM test may also be interpreted as a test for neglected
heterogeneity; see Chesher (1984). To see this we now regard β as
a random vector and the density f (z, β) as the conditional density
of z given β . Absence of parameter heterogeneity corresponds to
β = β0 almost surely.

1 Apart from symmetry, in some cases there may be a linear dependence and,
thus, a redundancy between the elements of ∂2f (z, β)/∂β∂β ′ , in particular, those
associated with parametric models based on the normal distribution, e.g., linear
regression, Probit and Tobit models.
2 Chesher and Smith (1997) provide a likelihood ratio form of (conditional)

moment specification test. An attractive feature of this test is that it admits a
‘‘Bartlett correction’’ by division by a scale factor that creates a statistic with higher
order accuracy as compared to conventional moment-based tests.
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