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a b s t r a c t

Most econometric schemes to allow for heterogeneity in micro behavior have two drawbacks: they do
not fit the data and they rule out interesting economic models. In this paper we consider the time
homogeneous first order Markov (HFOM) model that allows for maximal heterogeneity. That is, the
modeling of the heterogeneity does not impose anything on the data (except the HFOM assumption for
each agent) and it allows for any theory model (that gives a HFOM process for an individual observable
variable). ‘Maximal’ means that the joint distribution of initial values and the transition probabilities is
unrestricted.

We establish necessary and sufficient conditions for generic local point identification of our
heterogeneity structure that are very easy to check, and we show how it depends on the length of the
panel.

We apply our techniques to a long panel of Danish workers who are very homogeneous in terms of
observables. We show that individual unemployment dynamics are very heterogeneous, even for such a
homogeneous group. We also show that the impact of cyclical variables on individual unemployment
probabilities differs widely across workers. Some workers have unemployment dynamics that are
independent of the cycle whereas others are highly sensitive to macro shocks.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Models with a binary outcome that depends in part on previous
realizations of the outcome – dynamic binary outcome models
– are common in applied microeconometrics. Some examples
include: labor force participation (Heckman, 1981; Hyslop, 1999);
smoking (Becker et al., 1994); firms exporting (Bernard and Jensen,
2004); stock market participation (Alessie et al., 2004) and taking
up a welfare program (Gottschalk and Moffitt, 1994; Ham and
Shore-Sheppard, 2005). The usual time-homogeneous first order
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Markov model for unit i (=1, . . . ,N) in period t (t = 0, . . . , T ) is:

Pr

yit = 1 | yi,t−1, xit


= F (ηi + αyit−1 + βxit) (1.1)

where F (.) is a probability distribution function and yit is a
binary variable indicating, for example, that person i had some
unemployment in period t . This ‘linear index model’ which only
allows for a heterogeneous ‘intercept’ ηi is widely used but it does
have problems; Browning and Carro (2007) discuss these but it is
worth repeating the objections.

The first problem is that the imposition of common slope
parameters (α and β) restricts the class of structural models that
are consistent with the reduced form (1.1). For example, consider
two people, a and b, with the same value of the x variables (so we
can ignore them), and for whom a has a lower probability of being
unemployed if they were employed in the previous year:

F (ηa) < F (ηb) . (1.2)

For example, a might choose a ‘safer’ job than b. Now suppose we
impose the ‘same slope’ homogeneity assumption αa = αb = α.
This implies:

F (ηa + α) < F (ηb + α) . (1.3)

This rules out, for example, that a’s caution leads her to spendmore
time looking for a ‘safe’ job, so that her probability of remaining
unemployed is higher than b’s. Thus the choice of a statistical
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scheme for dealingwith heterogeneity has substantive restrictions
on the set of admissible structural models.

The second problem with the conventional approach is that
whenever we have long enough panels to estimate the model for
each unit individually with minimal bias, we do find substantial
heterogeneity in both the ‘intercept’ and ‘slope’ parameters in (1.1).
A situation where this is the case can be found in Browning and
Carro (2010). Additional evidencewill be provided in the empirical
illustration in this paper.

Model (1.1) with maximal heterogeneity has1:

Pr

yit = 1 | yi,t−1, xit


= F (ηi + αiyit−1 + βixit) . (1.4)

In addition to the homogeneity restrictions, model (1.1) is
imposing two kinds of parametric restrictions: the parametric
form implied by the linear index and the probability distribution
function F(.). In this paper, we consider not only a semiparametric
form but also the nonparametric case as well as having maximal
heterogeneity throughout the paper.2 The nonparametric time-
homogeneous first order Markov process (HFOM) with maximal
heterogeneity allowing that the transition probabilities can be
different for each individual can be written:

Pr (yit | yit−1 = y−1, yit−2, . . . , yi0, xit = x)

= Pr

yit = 1 | yi,t−1 = y−1, xit = x


= pi,x,y−1 (1.5)

where the first equality for all t is what characterizes a HFOM,
and we have one parameter to be estimated for each i and the
value of x and the lag of y. This does not impose any restrictions
on the structural model (except, of course, for the assumption of
time invariance and no effects higher than the first order that
define the model considered in this paper) and it will fit any
data that is generated by a time-homogeneous first order Markov
process. For the simpler case without x variables there is a one to
one correspondence between (1.4) and (1.5) and, therefore, any
F (.) will give the same transition probabilities. For the general
case with x variables, a semiparametric form assuming a function
F (.) in (1.4) will impose some parametric restrictions that are not
imposed in (1.5).

Identifying and estimating the whole set of transition probabil-
ities in (1.5) – the whole set of parameters if we consider (1.4) – or
their distribution over the population, allows us to obtain any pa-
rameter of interest in this problem, including the averagemarginal
effects (also known as average partial effects, APE) and the median
marginal effect of a explanatory variable over the outcome yit . Fur-
thermore, identifying and estimating the whole HFOM model will
allow to obtain the entire distribution in the population of the ef-
fect of a variable over the outcome. In a program evaluation con-
text, Heckman et al. (1997) present situations in which the entire
distribution, and not only the mean effect, is the policy parameter
of interest. In the IO literature it is also of interest to identify the en-
tire distribution of the individual price elasticitieswhen estimating
demand functions; see for example Nevo (2001).

Given the difficulties in estimating (1.1) with small and fixed
T (see Arellano and Honoré, 2001), tackling (1.5) or (1.4) is a
formidable task. In Browning and Carro (2010) we suggested two
estimation methods for the simple case without x variables, that

1 Model (1.4) can be seen as part of the larger literature on random coefficients
model. In that literature there are some cases whose identification and estimation
has been studied. An example is Gautier and Kitamura (2013) that considers
the estimation of random coefficient static models with continuous covariates.
Also, in contrast with us, they assume that the distribution of the unobserved
heterogeneous β coefficients is independent of the covariates.
2 Notice also that in (1.1) an extra homogeneity assumption is imposed by

assuming all i have the same F(.). In our nonparametric approach this homogeneity
assumption is not imposed either.

rely on reducing the bias or RMSE for estimates based on each
unit. This gives estimates for each unit and then the distribution for
(η, α) can be taken as the empirical distribution of these estimates
(or some smoothed version of it).

In Browning and Carro (2010), identification and estimation
of (1.5) without imposing any restriction on the distribution of
(η, α) nor on the initial condition, relies on the T dimension;
that is, it is only consistent when T → ∞. In this paper we
propose an alternative approach that relies on large N . In general
the model is not nonparametrically identified from a cross section
of observations of fixed length T .3 This negative result is our
starting point in this paper: identification from the cross section
is our goal since we typically do not have panels with a very
large number of periods. Nevertheless, this negative result on
identification does not imply that we cannot learn anything from a
cross section of paths with a fixed T . In general, some restrictions
will have to be imposed on the distribution of the heterogeneity to
achieve point identification. The interesting question is the nature
of the restrictions we have to impose, or how much information
about our model with maximal heterogeneity we can identify
from a cross section of length T . To answer this question we use
finite discrete mixture distributions for the joint set of unknown
heterogeneous parameters. We refer to this as the flexible discrete
scheme since no restriction is imposed other than there is a finite
and discrete number of points of support on this distribution.

An advantage of this discrete scheme is that it allows us to
go from the homogeneous case (one point of support) to the
totally unrestricted case (as many points of support as N) within
the same scheme. Also, given the discrete nature of problem and
the finite number of possible observations, it is clear that we
cannot nonparametrically identify a continuous distribution. So,
the flexible discrete scheme is our route to study nonparametric
point identification.4

The identification issue in this schemewill be: howmanypoints
of support can we take for a given T? A major gain from looking at
models identified from a cross section with fixed T is that there is
no incidental parameters problem nor finite sample bias problem
from not having a large number of periods.

Kasahara and Shimotsu (2009) take a different approach to
a more general problem that includes the model we consider
here, as well as other models. One of the examples included in
their paper to illustrate their results is model (1.4) without x
variables. However, for this case they do not give identification
conditions for an arbitrary number of periods. For example, their
most important result for this model (Proposition 7 in Kasahara
and Shimotsu (2009)) requires T ≥ 8. Also they give stronger
sufficient conditions than the conditions derived in this paper,
whereas here we derive sufficient and necessary conditions for
identification. Moreover, their conditions are nontrivial to check
in actual data, whereas our conditions are simple to check.

A different and interesting analysis is to look at set identification
for the cases that are not point identified. In particular to
derive bounds in the non-identified situation when no restriction
or distribution is assumed for the heterogeneous parameters.

3 In general, not even the restrictive model (1.1) with only one fixed effect is
identified; see Honorè and Tamer (2006).
4 We note that our use of a discrete distribution to capture heterogeneity is

different to that suggested by Heckman and Singer (1984). They show that the
distribution of a continuous latent variable is nonparametrically identified for
a particular parametric duration model. They then suggest that the continuous
distribution can be reasonably approximated by a discrete distribution with a small
number of support points. In contrast, in our scheme the continuous distribution is
not nonparametrically identified, and any continuous distribution can be perfectly
approximated by discrete finite mixtures (see Lemma A.1 in Ghosal and van der
Vaart (2001)).
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