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a b s t r a c t

It iswell known that ifXt is a nonstationary process and Yt is a linear function ofXt , then cointegration of Yt
implies cointegration of Xt . Wewant to find an analogous result for common trends if Xt is generated by a
finite order VARwith i.i.d. (0, Ωx) errors εxt .We first show that Yt has an infinite order VAR representation
in terms of its white noise prediction errors, εyt , which are a linear process in εxt , the prediction error for
Xt . We then apply this result to show that the limit of the common trends for Yt generated by εyt , are
linear functions of the common trends for Xt , generated by εxt .

We illustrate the findings with a small analysis of the term structure of interest rates.
© 2013 Elsevier B.V. All rights reserved.

1. Introduction and motivation

It is well known that if Xt is a p-dimensional I(1) process and
if the m-dimensional linear transformation Yt = a′Xt , m < p, is
cointegrated, that is, β ′

yYt is stationary for some βy ≠ 0, then Xt is
cointegrated with cointegration vector aβy, because β ′

ya
′Xt = β ′

yYt
is stationary. Thus cointegration in the small system, Yt , implies
cointegration in the large system, Xt , but not necessarily the other
way.

We want to investigate if a similar result holds for common
trends.We discuss this in the context of an I(1) cointegrated vector
autoregressive process Xt , generated by

∆Xt = αxβ
′

xXt−1 +

k
i=1

Γxi∆Xt−i + εxt , (1)

where εxt is i.i.d. (0, Ωx) and αx and βx are p× r . For I(1) processes
the solution of (1) is given by the Granger representation

Xt = Cx

t
i=1

εxi +

∞
n=0

C∗

xnεxt−n + Ax, (2)
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see Johansen (1996, Theorem 4.2). The common trends are α′

x⊥t
i=1 εxi, where (αx⊥, αx) is a full rank matrix and α′

xαx⊥ = 0. This
formulation covers the case r = p, where Cx = 0 so that Xt is
stationary, and r = 0, where Cx has full rank, so that Xt is not coin-
tegrating.

The m-dimensional Yt = a′Xt has a vector moving average
(VMA) representation in terms of the p-dimensional i.i.d. sequence
εxt ,

Yt = a′Cx

t
i=1

εxi +

∞
n=0

a′C∗

xnεxt−n + a′Ax. (3)

We define the L2 space Lx
2t = L2(β

′
xXt , ∆Xs, s ≤ t) spanned by

{β ′
xXt , ∆Xs, s ≤ t} and the linear projectionP x

t−1 ontoLx
2,t−1. Then

P x
t−1(∆Xt) = αxβ

′
xXt−1 +

k
i=1 Γxi∆Xt−i and the prediction error

of ∆Xt with respect to Lx
2,t−1 is εxt = ∆Xt − P x

t−1(∆Xt). Similarly
we define the prediction error of ∆Yt with respect to L

y
2,t−1 as

εyt = ∆Yt − P
y
t−1(∆Yt).

If Yt were a finite order CVAR, with m-dimensional prediction
errors εyt = ∆Yt − P

y
t−1(∆Yt), we would find the corresponding

Granger representation

Yt = Cy

t
i=1

εyi +

∞
n=0

C∗

ynεyt−n + Ay, (4)

and it is tempting to conclude that the nonstationary part of the
two representations (3) and (4) should be the same

a′Cx

t
i=1

εxi = Cy

t
i=1

εyi, (5)
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and therefore the common trends, α′

y⊥
t

i=1 εyi, of Yt based on
L

y
2,t−1 are a linear function of the common trends, α′

x⊥
t

i=1 εxi,
of Xt based on Lx

2,t−1.
It turns out that this simple argument is almost correct, but that

(5) only holds in the sense that the difference is stationary, that is,
the two randomwalk components of Yt are cointegrated, see Fig. 2.
Their difference does not go to zero with t , only by normalizing
by T−1/2 and passing to the limit do we find a relation between
the limiting Brownian motions. Note that this does not give any
relation between the cyclic components of (3) and (4).

In general Yt , however, is not a finite order VAR process and
therefore the residuals estimated by fitting a finite order VAR do
not estimate prediction errors of∆Yt with respect toL

y
2,t−1,more-

over one cannot conclude (5) from (3) and (4).
In order to sort this out, we therefore first apply the prediction

theory of stationary processes to find an infinite order VAR rep-
resentation of Yt in terms of its white noise prediction errors εyt ,
and a corresponding VMA representation, or Granger representa-
tion of Yt , in terms of εyt . Note, however, that εyt is a white noise
and need not be i.i.d. as we have assumed about εxt . The exception
is of course if εxt is i.i.d. Gaussian, then also εyt are i.i.d. Gaussian.

By applying the Functional Limit Theorem to the two coin-
tegrating common trends we can then deduce from (3) and (4)
that there is a linear mapping from the limiting common trends,
α′

x⊥Wx(u), of the large system onto those of the small system:
α′

y⊥Wy(u).
We illustrate the ideas and findings in an empirical analysis of

monthly US interest rates 1987:1 to 2006:1.

2. The process Xt

Let Xt be given by (1) and define the generating matrix polyno-
mial of a complex argument z:

Πx(z) = (1 − z)Ip − αxβ
′

xz −

k
i=1

Γxi(1 − z)z i,

and assume that αx and βx are p × rx of rank rx ≤ p.
Under the conditions that the roots of detΠx(z) = 0 satisfy

either |z| > 1 or z = 1, we define 1 + δ > 1 as the absolute value
of the smallest root different from 1:

1 + δ = min{|z| : det(Πx(z)) = 0, z ≠ 1}, (6)

and Γx = Ip −
k

i=1 Γxi and assume det(α′

x⊥Γxβx⊥) ≠ 0 so that Xt
is I(1) and

Cx = βx⊥(α′

x⊥Γxβx⊥)−1α′

x⊥

iswell defined. Under these assumptions the polynomialΠx(z) can
be inverted in the sense that

(1 − z)Π−1
x (z) = (1 − z)

adj(Πx(z))
det(Πx(z))

= Cx + (1 − z)C∗

x (z), (7)

and C∗
x (z) are rational functions on {z : |z| < 1 + δ} satisfying

β ′C∗
x (1)α = −Irx , see Johansen (2009, Theorem 3). These results

can be translated into the Granger representation (2).

3. The process Yt = a′Xt

In general Yt = a′Xt , where a is p × m, of rank m < p, is not a
finite order autoregressive process, but if βy are the cointegrating
relations for Yt , the processes

U1t = β ′

yYt = β ′

ya
′

∞
n=0

C∗

xnεxt−n, (8)

U2t = β ′

y⊥∆Yt = β ′

y⊥a
′


Cxεxt +

∞
n=0

C∗

xn∆εxt−n


, (9)

of dimensions ry and m − ry respectively are stationary linear
processes in the p-dimensional prediction errors εxt . We define the
m × p matrix function

Φ(z) =


β ′

ya
′C∗

x (z)
β ′

y⊥a
′(Cx + (1 − z)C∗

x (z))


, (10)

and note that Φ(L)εxt = Ut = (U ′

1t ,U
′

2t)
′, so that the spectral

density of Ut is

φu(λ) =
1
2π

Φ(eiλ)ΩxΦ
′(e−iλ).

We first show thatUt is an invertible linear process in its prediction
errors εut = Ut −P u

t−1(Ut), whereP u
t−1(Ut) is the linear projection

onto Lu
2 = L2(Us, s < t).

Lemma 1. The rational function Φ(z) is of rank m for |z| < 1 + δ,
see (6). It follows that there exists an m × m function A(z) =


∞

n=0
Anzn of full rank for |z| < 1+δ with real exponentially decreasing co-
efficients, A0 = Im, and an m × m positive definite symmetric matrix
Ωu, so that the spectral density for Ut has the representation

φu(λ) =
1
2π

A(eiλ)ΩuA′(e−iλ). (11)

Moreover, we find the prediction error decomposition (VMA)

Ut =

∞
n=0

Anεut−n, (12)

in terms of the white noise εut = Ut −P u
t−1(Ut), which inverted gives

the infinite order VAR representation of Ut :

εut =

∞
n=0

BnUt−n. (13)

Here the prediction error εut is a white noise process with Var(εut) =

Ωu, A0 = Im, and A =


∞

n=0 An has full rank. The function B(z) =
∞

n=0 Bnzn = A(z)−1 is defined for |z| < 1 + δ with exponentially
decreasing coefficients, B0 = Im, and B =


∞

n=0 Bn = A−1.

Proof. To prove that rank(Φ(z)) = m for |z| < 1 + δ, we assume
we have z0 with |z0| < 1 + δ, and rank(Φ(z0)) < m. Then we can
find v = (v′

1, v
′

2)
′
∈ Rm so that

v′

1β
′

ya
′C∗

x (z0) + v′

2β
′

y⊥a
′(Cx + (1 − z0)C∗

x (z0)) = 0. (14)

We show that v = 0.
Case 1: If z0 = 1, we multiply (14) by αx from the right and

find v′

1β
′
ya

′C∗
x (1)αx = 0 because Cxαx = 0. Because aβy are coin-

tegrating relations for Xt we have aβy = βxκ1 for some matrix κ1
of rank ry, and 0 = v′

1β
′
ya

′C∗
x (1)αx = v′

1κ
′

1β
′
xC

∗
x (1)αx = −v′

1κ
′

1 be-
cause β ′

xC
∗
x (1)αx = −Irx , so that v1 = 0 and therefore from (14),

v′

2β
′

y⊥a
′Cx = 0. But then aβy⊥v2 is a cointegrating vector for Xt and

βy⊥v2 a cointegrating vector for Yt ,which implies that v2 = 0, and
hence v = 0.

Case 2: If z0 ≠ 1, then (1 − z0) ≠ 0, and because β ′
ya

′Cx = 0
we find

0 = v′Φ(z0) = [(1 − z0)−1v′

1β
′

ya
′
+ v′

2β
′

y⊥a
′
]

× [Cx + (1 − z0)C∗

x (z0)].

Now Cx + (1− z0)C∗
x (z0) = (1− z0)Πx(z0)−1 has full rank because

det(Πx(z0)) ≠ 0, and therefore

(1 − z0)−1v′

1β
′

ya
′
+ v′

2β
′

y⊥a
′
= 0.

But β ′
ya

′ and β ′

y⊥a
′ are linearly independent which implies that

v1 = 0 and v2 = 0.
This proves that v = 0, and rank(Φ(z)) = m for |z| < 1 + δ.
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