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Abstract

A number of information-theoretic alternatives to GMM have recently been proposed in the

literature. For practical use and general interpretation, the main drawback of these alternatives,

particularly in the case of conditional moment restrictions, is that they give up the computational and

interpretational simplicity of quadratic optimization. The main contribution of this paper is to

analyze the informational content of estimating equations within the unified framework of Chi-

square distance. Improved inference by control variables, closed form formulae for implied

probabilities and information-theoretic interpretations of continuously updated GMM are discussed

in the two cases of unconditional and conditional moment restrictions.
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1. Introduction

It has long been appreciated that in some circumstances likelihood functions may not be
available and the focus of parametric inference is only on a limited number of structural
parameters associated to the data generating process (DGP) by a structural econometric
model. Hansen (1982) has fully settled the theory to use efficiently the informational
content of such moment conditions about unknown structural parameters while
Chamberlain (1987) showed that the semiparametric efficiency bound for conditional
moment restriction models is attained by optimal GMM.
However, and somewhat surprisingly, the pre-1990 GMM literature seems to have

forgotten that moment restrictions, when they overidentify the structural parameters of
interest, may bring useful information about other characteristics of the DGP. To see this,
let us consider n i.i.d. observations ðX i;ZiÞ; i ¼ 1; . . . ; n of a random vector ðX ;ZÞ on
Rl � Rd . In this paper we focus on the informational content of either q unconditional
moment restrictions:

E½CðX ; y0Þ� ¼ 0 (1.1)

or q conditional moment restrictions

E½CðX ; y0ÞjZ� ¼ 0 (1.2)

which, in both cases, are assumed to define the true unknown value y0 of a vector y 2
Y � Rp of p unknown parameters, while C : Rl �Y! Rq is a known function. When
qXp in case (1.1) or irrespective of the value of q in case (1.2), only one part of the
informational content of these moment restrictions is actually used by traditional GMM
approaches to estimate y efficiently. The usefulness of residual information due to
overidentification is overlooked.
Actually, following Hansen (1982), efficient estimation of y0 from (1.1) goes through a

preliminary consistent estimation of the matrix Mðy0Þ of optimal selection of estimating
equations:

Mðy0Þ ¼ E
qC0

qy
ðX ; y0Þ

� �
Var�1½CðX ; y0Þ�. (1.3)

As surveyed by Newey (1993), efficient estimation of y0 from (1.2) rests upon a preliminary
consistent estimation of the matrix MðZ; y0Þ of optimal instruments:

MðZ; y0Þ ¼ E
qC0

qy
ðX ; y0ÞjZ

� �
Var�1½CðX ; y0ÞjZ�. (1.4)

The important idea that such over-identified moment restrictions should also lead us to
revise our empirical views about the DGP has first been put forward by the empirical
likelihood (EL) literature (Owen, 1990, 1991; Qin and Lawless, 1994) for a classical
approach, and by Zellner’s Bayesian method of moments (BMOM) for a Bayesian one
(Zellner, 1991; Zellner and Tobias, 2001).
Typically, as clearly explained in Zellner (2003), the idea is to seek the least informative

density function in terms of expected distance subject to the moment conditions. But, while
Zellner considers expected distances with respect to priors, we are going to consider
distances with respect to empirical probability distributions, that put weights 1=n on the n
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