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h i g h l i g h t s

• A vertex similarity index CosRA is proposed, which combines both advantages of cosine index and resource-allocation index.
• Results on real rating data suggest the overall better performance of CosRA-based recommendation method.
• Further experiments show that CosRA index is parameter-free with a significant advantage in real applications.
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a b s t r a c t

Recommender systems benefit us in tackling the problem of information overload
by predicting our potential choices among diverse niche objects. So far, a variety of
personalized recommendation algorithms have been proposed andmost of them are based
on similarities, such as collaborative filtering and mass diffusion. Here, we propose a novel
vertex similarity index named CosRA, which combines advantages of both the cosine index
and the resource-allocation (RA) index. By applying the CosRA index to real recommender
systems including MovieLens, Netflix and RYM, we show that the CosRA-based method
has better performance in accuracy, diversity and novelty than some benchmark methods.
Moreover, the CosRA index is free of parameters, which is a significant advantage in real
applications. Further experiments show that the introduction of two turnable parameters
cannot remarkably improve the overall performance of the CosRA index.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction 1

The development of the Internet and e-commerce makes our lives more convenient as billions of products are available 2

online [1]. Meanwhile, the problem of information overload plagues us everyday as it is much harder to dig out relevant 3

objects than ever [2]. Thus far, personalized recommendation was thought to be the most promising way to efficiently 4

solve the problem of information overload [3,4]. Personalized recommendation benefits both buyers and sellers, and it is 5

now playing an increasing role in our online social lives. Many online platforms (Amazon, eBay, AdaptiveInfo, Taobao, etc.) 6

have introduced personalized recommendation systems [5], which predict users’ potential choices by analyzing historical 7

behaviors of users, attributes of objects, and so on [6]. For example, Amazon.com recommends books by analyzing users’ 8
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purchase records [7], and AdaptiveInfo.com recommends news by using users’ reading histories [8]. In recent years,1

personalized recommendation has found wide applications [9] in recommending movies [10,11], videos [12], research2

articles [13], driving routes [14], locations [15,16] and so on.3

So far, a variety of personalized recommendation algorithms have been proposed [17–21], among which user-based4

(UCF) and item-based collaborative filtering (ICF) are the most representative ones [22]. UCF and ICF are respectively based5

on the weighted combination of similar users’ opinions and the similarity between items [23]. Recently, many diffusion-6

based algorithms are proposed by introducing some physical dynamics into the recommender systems, such as mass7

diffusion (MD) [24] and heat conduction (HC) [25]. The simplest version of MD can be considered as a two-step resource-8

allocation process in bipartite networks [26]. Later, Zhou et al. [27] and Jia et al. [28] proposed two algorithms by giving9

new strategies in the initial resource distribution, Zhou et al. [29] proposed a hybrid method that combines both MD and10

HC, Lü et al. [30] proposed a preferential diffusion method by considering node weights in redistributing resources, and Liu11

et al. [31] proposed a weighted heat conduction algorithm by considering edge weighting. Reviews of previous literatures12

can be found in Refs. [17,18].13

Essentially, the aforementioned collaborative filtering and diffusion-based methods are based on similarities [32,33]. In14

collaborative filtering, themost commonly used index is cosine similarity [34–36]. However, it strongly tends to recommend15

popular objects, resulting in accurate yet less-diverse recommendations [37]. In diffusion-based methods, the diffusion is16

indeed a resource-allocation process, and the node similarity is characterized by the resource-allocation (RA) index [38,39].17

The RA index gives high priority to assign resources to large-degree nodes, which leads to high accuracy but low diversity of18

MD [40]. In fact, the cosine index and RA index are complementary to each other, and thus to combine the two can possibly19

improve the overall performance. How to design a suitable similarity index for better recommendation is still an open issue20

and such index can be applied in characterizing many network structures and functions [41,42].21

In this paper, we propose a vertex similarity index, named CosRA, for better personalized recommendation. Based on22

the CosRA index which combines advantages of both the cosine index and the RA index, we further propose a personalized23

recommendation algorithm. Extensive experiments on four real data sets suggest that the CosRA-based method performs24

better in accuracy, diversity and novelty than some benchmark methods. Moreover, we provide some insights on the25

mechanism of the CosRA index and extend it to a more general form by introducing two turnable parameters. Interestingly,26

results suggest that the original CosRA index is almost optimal, and its effectiveness cannot be remarkably improved by27

adjusting the parameters. Such feature is significant since a parameter-free index is more applicable than a parameter-28

dependent index. Our work sheds lights on the importance of a suitable vertex similarity index in enhancing the overall29

performance of personalized recommendation.30

2. Vertex similarity index31

A recommender system can be naturally described by a user–object bipartite network G(U,O, E), where U =32

{u1, u2, . . . , um},O = {o1, o2, . . . , on} and E = {e1, e2, . . . , ez} are sets of users, objects and links, respectively. To distinguish33

object-related and user-related indices, we respectively use Greek and Latin letters for them. Meanwhile, the bipartite34

network G(U,O, E) can be naturally represented by an adjacency matrix A, whose element aiα = 1 if there is a link35

connecting node Ui and node Oα , i.e., user i has collected object α, otherwise aiα = 0. The main purpose of recommendation36

algorithms is to provide a target user with a ranking list of his uncollected objects. For user i, the recommendation list with37

length L is denoted as oLi . That is to say, oLi is a set of L objects with the highest recommendation scores for user i.38

First, we introduce two widely used similarity indices in recommendation algorithms, namely, the cosine index and the39

RA index. Taking two objects α and β as an example, the cosine index between them is defined as40

SCosαβ =
1
kαkβ

m
i=1

aiαaiβ , (1)41

where kα and kβ are the degrees of objects α and β , respectively. In fact, the cosine index measures the similarity between42

two objects’ rating vectors of an inner product space. Meanwhile, the resource-allocation process is equivalent to the one-43

step randomwalk in the user–object bipartite networks starting from the common neighbors [39]. Specifically, the RA index44

between two objects α and β is defined as45

SRAαβ =

m
i=1

aiαaiβ
ki

, (2)46

where ki is the degree of user i. Indeed, the RA index is the entry of the transformation matrix in the simplest version of the47

MD process [26], which is a variant on an earlier version of the probabilistic spreading algorithm [29].48

Then, we introduce the proposed CosRA similarity index. On the one side, both of the degrees of the two objects should49

be considered, and the effect of popular objects should be restricted in calculating the similarity. On the other side, the effect50

of small-degree users should be enhanced to decrease the advantage of large-degree nodes in the network. Based on these51
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