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a b s t r a c t

This paper presents a new optimization technique called water cycle algorithm (WCA) which is applied to
a number of constrained optimization and engineering design problems. The fundamental concepts and
ideas which underlie the proposed method is inspired from nature and based on the observation of water
cycle process and how rivers and streams flow to the sea in the real world. A comparative study has been
carried out to show the effectiveness of the WCA over other well-known optimizers in terms of compu-
tational effort (measures as number of function evaluations) and function value (accuracy) in this paper.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Over the last decades, various algorithms have been developed
to solve a variety of constrained engineering optimization prob-
lems. Most of such algorithms are based on numerical linear and
nonlinear programming methods that may require substantial gra-
dient information and usually seek to improve the solution in the
neighborhood of a starting point. These numerical optimization
algorithms provide a useful strategy to obtain the global optimum
solution for simple and ideal models.

Many real-world engineering optimization problems, however,
are very complex in nature and quite difficult to solve. If there is
more than one local optimum in the problem, the results may de-
pend on the selection of the starting point for which the obtained
optimal solution may not necessarily be the global optimum. Fur-
thermore, the gradient search may become unstable when the
objective function and constraints have multiple or sharp peaks.

The drawbacks (efficiency and accuracy) of existing numerical
methods have encouraged researchers to rely on metaheuristic
algorithms based on simulations and nature inspired methods to
solve engineering optimization problems. Metaheuristic algo-
rithms commonly operate by combining rules and randomness to
imitate natural phenomena [1].

The phenomena may include the biological evolutionary pro-
cess such as genetic algorithms (GAs) proposed by Holland [2]
and Goldberg [3], animal behavior such as particle swarm optimi-
zation (PSO) proposed by Kennedy and Eberhart [4], and the phys-
ical annealing which is generally known as simulated annealing
(SA) proposed by Kirkpatrick et al. [5].

Among the optimization methods, the evolutionary algorithms
(EAs) which are generally known as general purpose optimization
algorithms are known to be capable of finding the near-optimum
solution to the numerical real-valued test problems. EAs have been
very successfully applied to constrained optimization problems [6].

GAs are based on the genetic process of biological organisms
[2,3]. Over many generations, natural populations evolve according
to the principles of natural selections (i.e. survival of the fittest). In
GAs, a potential solution to a problem is represented as a set of
parameters. Each independent design variable is represented by a
gene. Combining the genes, a chromosome is produced which rep-
resents an individual (solution).

The efficiency of the different architectures of evolutionary
algorithms in comparison to other heuristic techniques has been
tested in both generic [7–9] and engineering design [10] problems.
Recently, Chootinan and Chen [11] proposed a constraint-handling
technique by taking a gradient-based repair method. The proposed
technique is embedded into GA as a special operator.

PSO is a recently developed metaheuristic technique inspired by
choreography of a bird flock developed by Kennedy and Eberhart
[4]. The approach can be viewed as a distributed behavioral algo-
rithm that performs a multidimensional search. It makes use of a
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velocity vector to update the current position of each particle in
the swarm.

In Ref. [12], there are some suggestions for choosing the param-
eters used in PSO. He and Wang [13] proposed an effective co-evo-
lutionary PSO for constrained problems, where PSO was applied to
evolve both decision factors and penalty factors. In these methods,
the penalty factors were treated as searching variables and evolved
by GA or PSO to the optimal values. Recently, Gomes [14] applied
PSO on truss optimization using dynamic constraints.

The present paper introduces a novel metaheuristic algorithm
for optimizing constrained functions and engineering problems.
The main objective of this paper is to present a new global optimi-
zation algorithm for solving the constrained optimization prob-
lems. Therefore, a new population-based algorithm named as the
water cycle algorithm (WCA), is proposed. The performance of
the WCA is tested on several constrained optimization problems
and the obtained results are compared with other optimizers in
terms of best function value and the number of function
evaluations.

The remaining of this paper is organized as follows: in Section 2,
the proposed WCA and the concepts behind it are introduced in de-
tails. In Section 3, the performance of the proposed optimizer is
validated on different constrained optimization and engineering
design problems. Finally, conclusions are given in Section 4.

2. Water cycle algorithm

2.1. Basic concepts

The idea of the proposed WCA is inspired from nature and based
on the observation of water cycle and how rivers and streams flow
downhill towards the sea in the real world. To understand this fur-
ther, an explanation on the basics of how rivers are created and
water travels down to the sea is given as follows.

A river, or a stream, is formed whenever water moves downhill
from one place to another. This means that most rivers are formed
high up in the mountains, where snow or ancient glaciers melt. The
rivers always flow downhill. On their downhill journey and even-
tually ending up to a sea, water is collected from rain and other
streams.

Fig. 1 is a simplified diagram for part of the hydrologic cycle.
Water in rivers and lakes is evaporated while plants give off (tran-
spire) water during photosynthesis. The evaporated water is car-
ried into the atmosphere to generate clouds which then
condenses in the colder atmosphere, releasing the water back to
the earth in the form of rain or precipitation. This process is called
the hydrologic cycle (water cycle) [15].

In the real world, as snow melts and rain falls, most of water
enters the aquifer. There are vast fields of water reserves under-
ground. The aquifer is sometimes called groundwater (see percola-
tion arrow in Fig. 1). The water in the aquifer then flows beneath
the land the same way water would flow on the ground surface
(downward). The underground water may be discharged into a
stream (marsh or lake). Water evaporates from the streams and
rivers, in addition to being transpired from the trees and other
greenery, hence, bringing more clouds and thus more rain as this
cycle counties [15].

Fig. 2 is a schematic diagram of how streams flow to the rivers
and rivers flow to the sea. Fig. 2 resembles a tree or roots of a tree.
The smallest river branches, (twigs of tree shaped figure in Fig. 2
shown in bright green1), are the small streams where the rivers
begins to form. These tiny streams are called first-order streams
(shown in Fig. 2 in green colors).

Wherever two first-order streams join, they make a second-or-
der stream (shown in Fig. 2 in white colors). Where two second-or-
der streams join, a third-order stream is formed (shown in Fig. 2 in
blue colors), and so on until the rivers finally flow out into the sea
(the most downhill place in the assumed world) [16].

Fig. 3 shows the Arkhangelsk city on the Dvina River. Arkhan-
gelsk (Archangel in English) is a city in Russia that drapes both
banks of the Dvina River, near where it flows into the White Sea.
A typical real life stream, river, sea formation (Dvina River) is
shown in Fig. 3 resembling the shape in Fig. 2.

2.2. The proposed WCA

Similar to other metaheuristic algorithms, the proposed method
begins with an initial population so called the raindrops. First, we
assume that we have rain or precipitation. The best individual
(best raindrop) is chosen as a sea. Then, a number of good rain-
drops are chosen as a river and the rest of the raindrops are consid-
ered as streams which flow to the rivers and sea.

Depending on their magnitude of flow which will be described
in the following subsections, each river absorbs water from the
streams. In fact, the amount of water in a stream entering a rivers
and/or sea varies from other streams. In addition, rivers flow to the
sea which is the most downhill location.

2.2.1. Create the initial population
In order to solve an optimization problem using population-

based metaheuristic methods, it is necessary that the values of
problem variables be formed as an array. In GA and PSO terminol-
ogies such array is called ‘‘Chromosome’’ and ‘‘Particle Position’’,
respectively. Accordingly, in the proposed method it is called
‘‘Raindrop’’ for a single solution. In a Nvar dimensional optimization
problem, an raindrop is an array of 1 � Nvar. This array is defined as
follows:

Raindrop ¼ ½x1; x2; x3; . . . ; xN� ð1Þ

To start the optimization algorithm, a candidate representing a
matrix of raindrops of size Npop � Nvar is generated (i.e. population
of raindrops). Hence, the matrix X which is generated randomly is
given as (rows and column are the number of population and the
number of design variables, respectively):

Population of raindrops ¼

Raindrop1

Raindrop2

Raindrop3

..

.

RaindropNpop

2
66666664

3
77777775

¼

x1
1 x1

2 x1
3 � � � x1

Nvar

x2
1 x2

2 x2
3 � � � x2

Nvar

..

. ..
. ..

. ..
. ..

.

xNpop
1 xNpop

2 xNpop
3 � � � xNpop

Nvar

2
666664

3
777775
ð2Þ

Each of the decision variable values ðx1; x2; . . . ; xNvar Þ can be rep-
resented as floating point number (real values) or as a predefined
set for continuous and discrete problems, respectively. The cost
of a raindrop is obtained by the evaluation of cost function (C) gi-
ven as:

Ci ¼ Costi ¼ f xi
1; x

i
2; . . . ; xi

Nvar

� �
i ¼ 1;2;3; . . . ;Npop ð3Þ

where Npop and Nvars are the number of raindrops (initial popula-
tion) and the number of design variables, respectively. For the first
step, Npop raindrops are created. A number of Nsr from the best

1 For interpretation of color in Fig. 2, the reader is referred to the web version of
this article.
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