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Available online xxxx Big data offers the potential to calculate timely estimates of the socioeconomic development of a region. Mobile
telephone activity provides an enormouswealth of information that can be utilized alongside household surveys.
Estimates of poverty and wealth rely on the calculation of features from call detail records (CDRs), however,
mobile network operators are reluctant to provide access to CDRs due to commercial and privacy concerns. As
a compromise, this study shows that a sparse CDR dataset combined with other publicly available datasets
based on satellite imagery can yield competitive results. In particular, a model is built using two CDR-based
features, mobile ownership per capita and call volume per phone, combined with normalized satellite nightlight
data and population density, to estimate the multi-dimensional poverty index (MPI) at the sector level in
Rwanda. This model accurately estimates the MPI for sectors in Rwanda that contain mobile phone cell towers
(cross-validated correlation of 0.88).
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1. Introduction

According to the United Nations (UN), by 2015, about 12% of the
world's population or approximately 800 million people were consid-
ered extremely poor (United Nations, 2015). While this constituted a
significant decline in extreme poverty from a global estimate of 36%
(approximately 1.9 billion) in 1990 and an over-achievement of the
millennium development goal (MDG) target to halve the global
population that is extremely poor by 2015, the number of global poor
still remains a major challenge. The UN General Assembly in adopting
the agenda for sustainable development stated that ending poverty
in all its forms and dimensions, including extreme poverty, is “the
greatest global challenge and an indispensable requirement for sustain-
able development” (Transforming Our World: The 2030 Agenda for
Sustainable Development, 2015). This is reflected in the prime sustain-
able development goal, SDG1, which pledges to “end poverty in all its
forms everywhere” (Transforming Our World: The 2030 Agenda for

Sustainable Development, 2015) and sets its first target as “to eliminate
extreme poverty for all people everywhere by 2030” (TransformingOur
World: The 2030 Agenda for Sustainable Development, 2015). Poverty,
in order to be eliminated, must first be defined and measured. This is
done using poverty indices which fall into two main categories: mone-
tary poverty indices and non-monetary poverty indices (Bourguignon &
Chakravarty, 2003). Monetary indices are based on monetary income
measures in local or global currency and include the different national
poverty lines as well as the well-known World Bank $2 a day and
$1.25 a day poverty indices. Meanwhile, non-monetary indices rely on
proxies for wealth and estimate poverty intensity by how much one is
deprived of the listed proxies. One such non-monetary index is the
multi-dimensional poverty index (MPI) developed at the Oxford
University (Oxford Poverty and Human Development Initiative, 2013).
The UNcurrentlymeasures extremepoverty using the $1.25 a daymon-
etary poverty index (Transforming Our World: The 2030 Agenda for
Sustainable Development, 2015).

Poverty indices are among the key figures and indicators that are
used to influence policy and, thus, need to be based on data that are
representative of the population. Traditionally, the census and survey
are two tools that have been commonly used to obtain data but, while
they have been proven over the years to be accurate and reliable, the
great monetary cost, time and effort of carrying them out means
that they can only be undertaken periodically - censuses are typically
implemented in ten-year cycles and surveys in a smaller multiple of
years, typically three to five years (Blumenstock, Cadamuro, & On,
2015). For example, in Rwanda, the National Institute of Statistics of
Rwanda (NISR) undertakes the Rwanda Population andHousing Census
(RPHC) every ten years while the Rwanda Economic and Living
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Conditions Survey (EICV) and the Rwanda Demographic and Health
Survey (RDHS) are carried out every three years (National Institute of
Statistics of Rwanda (NISR) & M. of F. and E. P. (MINECOFIN), 2014)
(See Table 1.). Thus, the census approach to data collection presents a
one-off, detailed snapshot of the socioeconomic status of the country
but with these snapshots decision-makers can only assess the impact
of their policies after three to ten years. Furthermore, decisions made
using census data are essentiallymade using old data sincemany factors
may have changed by the time they are analyzed and disseminated.
Worse still, in some developing countries, especially in Sub-Saharan
Africa, no official census or survey has been undertaken in decades lead-
ing to a “dearth of reliable statistics” (Letouzé, 2014). Needless to say,
any statistics for such countries cannot be said to be accurate, a situation
that the World Bank has termed Africa's “statistical tragedy” (Letouzé,
2014). This lack of data and, where data do exist, their low update fre-
quency, prompted a global search for alternatives to these traditional
tools.

The introduction of digitized records, the growing use of mobile
phones and other digital devices and the proliferation of remote sensing
devices has led to an explosion in the amounts and variety of data avail-
able. This explosion of data has led to a phenomenon known as “big
data”which is showing promise as an answer to the search for an alter-
native to the traditional data sourcing tools (Global Pulse, 2013). Big
data, which due to its novelty still does not have a fixed definition, has
been described in various ways. One common description sees big
data as comprising data that have high volume, velocity and variety
(Letouzé, 2014). Another definition, geared towards the use of big
data in development, describes big data as data that have all or some
of the following characteristics: they are digitally generated, passively
produced (i.e. generated as a byproduct of everyday life), automatically
collected and geographically or temporally trackable with the ability to
be continually analyzed (Hilbert, 2013). This definition de-emphasizes
the volume aspect of data arguing that the kind of data and their source
aremore relevant than their size. Thus, some regard the name “big data”
as something of a misnomer (Letouzé, 2014).

Big data, also called business intelligence and analytics version 3.0
(BI&A 3.0), is a combination of data and the processes that analyze
and convert these data into actionable insights and is considered to be
the third stage in a business intelligence and analytics (BI&A) evolution
over the years. This data evolution began with the emergence of busi-
ness intelligence (BI&A1.0) which appeared in the 1990s and involves
the statistical analysis of structured records stored in relational database
management systems (RDBMSs). Business intelligence has been fully
adopted into commercial systems todaywith features such as online an-
alytical processing, reports, statistical analysis, data mining and predic-
tion as examples. Business analytics (BI&A 2.0) appeared in the 2000s
with the advent of the internet and the web (Chen, Chiang, & Storey,
2012) and builds on business intelligence by adding internet protocol
(IP) and personal interaction information stored in server and transac-
tion logs. Unstructured data such as pictures are also included under
business analytics. These data allow for a deeper understanding of cus-
tomer needs and business opportunities, are significantly larger in vol-
ume than business intelligence and are processed using text and web
analytics. Some of the features of business analytics have been adopted
into commercial systems and include web mining and social-network

analysis. Finally, in the third phase of the evolution in the 2010s, big
data (BI&A 3.0) appeared characterized by an exponential growth in
the volumes of data. As mentioned earlier, this is brought about by the
explosion in the number of phones and sensor-based internet-enabled
devices. To illustrate this exponential growth, in 2012 estimates indicat-
ed that 90% of all the data in the world had been generated within the
years 2010–2012, a period of slightly over two years (Letouzé, 2014).
The storage, analysis and use of these data are still in the research
phase and are not likely to be adopted by commercial systems in the
near future (Chen et al., 2012).

Big data provides a “highly mobile, location-aware, person-centered
and context-relevant” (Chen et al., 2012) dataset and its benefits are
starting to be appreciated with the impetus for using big data in improv-
ing official statistics gaining momentum recently. The UN has recognized
the positive impact of big data in projects and called for the increased use
of big data to inform decision-making and to assist in working towards
the achievement of the newly established global goals for sustainable de-
velopment terming this trend the “data revolution for development”. In
line with this new direction, the UN Global Pulse was created. Describing
itself as a “flagship innovation initiative of the United Nations Secretary-
General on big data”, the UN Global Pulse is based on the recognition
that “digital data offers the opportunity to gain a better understanding
of changes in human well-being and to get real-time feedback on how
well policy responses are working” (Global Pulse, 2013). This activity
within the UN demonstrates that big data is not only of academic interest
but is already being considered for policymaking.

With all the promise that big data heralds some limitations must be
considered. To start with, big data is not usually collected for analysis
(Letouzé, 2014). This means that the sample of the data collected may
not be representative of the population due to various biases. For exam-
ple, data collected from digital platforms are likely to contain a selection
bias since certain groups, such as the youth and the wealthy, are more
likely to use these platforms than other demographics (Hilbert, 2013).
Second, the power of big data is in the ability to store and process
large amounts of data, however, due to cost and capacity this capability
is less likely to be found in the communitieswhich could actually benefit
most from this analysis – poor countries. Big data, then, could end up
benefiting wealthier nations rather than the developing world where
these benefits are needed most and may actually result in a widening
of the digital divide (Letouzé, 2014). A third limitation is in the dispro-
portionate power given to certain actors in the big data ecosystem. An
example would be a data analyst whomight leave out a gender variable
from a dataset or analysis causing inequalities in gender representation
not to surface. The data analyst, then, must have good intentions and a
good grasp of the data domain as well as be competent in order to
offer a fair analysis (Taylor, Cowls, Schroeder, & Meyer, 2014). Finally,
big data has limitations in access - most big data is not open and easily
accessible (Hilbert, 2013). Due to privacy and commercial concerns, pri-
vate companies want to mine their own data in the quest to find value
from them and are afraid others might glean information that may
hurt their competitiveness. Meanwhile, public institutions may not see
opening data as being in their interest such as where performance- or
corruption-related issuesmay be revealed. One of theways to overcome
these problems is for organizations to provide aggregated data which
would prevent sensitive fields from being revealed. However, note
that merging datasets, even aggregated ones with other datasets may
still pose a privacy risk as linking and merging datasets can have the ef-
fect of revealing individual data (Taylor et al., 2014). Another way to
overcome closed data is to involve different international actors with
superior access to data and analytical capacity. Such actors can demon-
strate the potential value of data by showcasing the benefits achieved in
their national contexts, thereby, presenting compelling, practical cases
for the sharing of data (Taylor et al., 2014). As big data grows in influ-
ence and usefulness, addressing the challenges of big data will continue
to be a crucial subject area for researchers and practitioners ahead of
mainstream acceptance.

Table 1
Censuses and surveys in Rwanda as of Dec. 2015.

Name Frequency
(Years)

Last Year Households sampled

Population and Housing
Census (RPHC4)

10 2012 Whole population

Housing and Living
Conditions Survey (EICV4)

3 2013/14 14,419

Demographic and
Health Survey (DHS5)

3 2014/15 12,793
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