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Abstract

Objectives: The choice of an adequate sample size for a Cox regression analysis is generally based on the rule of thumb derived
from simulation studies of a minimum of 10 events per variable (EPV). One simulation study suggested scenarios in which the 10
EPV rule can be relaxed. The effect of a range of binary predictors with varying prevalence, reflecting clinical practice, has not yet been
fully investigated.

Study Design and Setting: We conducted an extended resampling study using a large general-practice data set, comprising over 2
million anonymized patient records, to examine the EPV requirements for prediction models with low-prevalence binary predictors devel-
oped using Cox regression. The performance of the models was then evaluated using an independent external validation data set. We inves-
tigated both fully specified models and models derived using variable selection.

Results: Our results indicated that an EPV rule of thumb should be data driven and that EPV � 20 generally eliminates bias in regres-
sion coefficients when many low-prevalence predictors are included in a Cox model.

Conclusion: Higher EPV is needed when low-prevalence predictors are present in a model to eliminate bias in regression coefficients
and improve predictive accuracy. � 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

When multivariable prediction models are developed,
the sample size is often based on the ratio of the number
of individuals with the outcome event to the number of
candidate predictors (more precisely, the number of param-
eters), referred to as the events per variable (EPV). Models
developed from data sets with too few outcome events rela-
tive to the number of candidate predictors are likely to yield
biased estimates of regression coefficients. They lead to un-
stable prediction models that are overfit to the development
sample and perform poorly on new data. Simulation studies
of prediction models developed using both logistic regres-
sion and Cox regression have suggested minimum EPV

values of between 5 and 20 for reliable results [1e5]. An
EPV of 10 is widely advocated as the rule of thumb for
multivariable logistic and Cox regression analyses.

Through their influential work, Peduzzi et al. [1,3,4]
encouraged the use of the 10 EPV rules for both logistic-
and Cox regressionebased prediction models. However,
there were limitations to the design of their simulation
studies, particularly with respect to prediction. They empha-
sized accuracy and precision of the regression coefficients,
rather than the measures of predictive ability. The studies
were also based on a relatively small data set of 673 individ-
uals (252 of whom had the outcome event) and only consid-
ered one prediction model that contained seven predictors
(six binary and one ordinal). Predictors were not selected,
either before or during the model building. Although these
highly cited simulation studies have raised awareness of
the importance of the number of outcome events relative
to the number of predictors, the limited scenarios examined
cast doubt on the generalizability of their findings.

Subsequent simulation studies have examined more
complex scenarios by altering the number of predictors in
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What is new?

Key findings
� The use of a rule of thumb for selecting events per

variable (EPV) should be study dependent.

� Convergence in Cox models depends more on the
severity of low prevalence in binary predictors
and much less on low EPV.

� Higher EPV is needed when low-prevalence pre-
dictors are present in a model to eliminate bias in
regression coefficients and improve predictive
accuracy.

What is the implication and what should change
now?
� EPV � 20 should be considered when a data

set includes low-prevalence binary predictors - if
EPV � 20 cannot be guaranteed, then the use of
the penalized likelihood approach should be
considered.

fixed regression models. Some have suggested that the 10
EPV rules can be relaxed [5], and others that no single
EPV rule of thumb can guarantee accurate estimates of
regression coefficients [6]. However, these studies have also
focused on establishing a recommended minimum EPV in
the context of stable regression coefficients, without
considering the predictive ability of the model. They have
also not considered the generalizability of the findings to
real-life settings, for example, when investigators are con-
fronted with many candidate predictors and must choose
a subset to include in their final prediction model [7].

Studies examining the influence of backward elimina-
tion for predictor selection have shown that the regression
coefficients from a logistic regression model may have
considerable bias, particularly in small samples [8]. Studies
examining the effect of EPV on the development of regres-
sion models have therefore tended to use small single data
sets and have focused on accurate parameter estimation of
regression coefficients. They have offered limited insights
into the effect on the predictive performance of the model
(e.g., calibration and discrimination).

The presence of low-prevalence binary predictors can
induce the problem of complete (or quasi) separation in lo-
gistic regression [9,10] or monotone likelihood in Cox
regression [11]. These problems may be noticed in an indi-
vidual study when parameters and standard errors are too
large to be useful. The parameter estimates are not unique
and depend on trivial issues like the settings of software
used for the analysis. While keeping other design factors
constant, the probability of separation or monotone likeli-
hood is lower with higher EPV values.

Heinze and Schempe [11] extended the modified likeli-
hood method of Firth [12] to circumvent monotone likeli-
hood problems in the estimation of parameters from Cox
model with low-prevalence predictors. However, applied
researchers still typically do not apply Firth’s correction
when fitting a Cox regression model. We focused on this
practice and investigated the EPV requirement for param-
eter estimates and predictive accuracy in the presence of
low-prevalence but highly prognostic binary predictors.

We conducted a resampling study using a large general
practice data set, comprising over 2 million anonymized pa-
tient records, to examine the relationship between EPV, accu-
racy of regression coefficients, and predictive ability using
Cox regression.We investigated scenarios with both fully pre-
specifiedmodels andmodels derived from the data using auto-
mated variable selection. We examined the stability and
precision of the regression coefficients and their effect on
the models’ predictive performance (e.g., the c-index, D-sta-
tistic, and R2). We also examined the effect of EPV in the
development of a predictionmodel on the model’s subsequent
performance using a separate large external validation data set.

2. Data and methods

2.1. Study data: The Health Improvement Network

The Health Improvement Network (THIN) is a large
database of anonymized electronic health care records
collected from general-practice clinics around the United
Kingdom (England, Scotland, Wales, and Northern Ireland).
The THIN database currently contains medical records from
approximately 4% of the United Kingdom population. We
used clinical information from 2,084,445 individuals, aged
30 to 84 years, registered between June 1994 and June
2008 from 365 general practices. The characteristics of the
THIN data set are summarized in Table 1. Twelve variables
were considered: one categorical [smoking status (SMK);
four categories], four continuous [age, systolic blood pres-
sure (SBP), body mass index (BMI), and ratio of total serum
cholesterol to high-density lipoprotein (RATIO)], and seven
binary [sex, diagnosis of type diabetes (TYPE2), rheumatoid
arthritis (BRA), atrial fibrillation (BAF), renal disease
(RENAL), treated hypertension (HYPER), and family his-
tory of coronary heart disease (FHCVD)]. Because of the
low prevalence of some of the SMK categories, we com-
bined nonsmokers and former smokers as ‘‘nonsmokers’’
and the rest as ‘‘smokers.’’ The primary outcome was car-
diovascular disease (CVD), which was experienced by
93,564 individuals in the THIN data set.

Prediction models were developed using the entire THIN
data set, omitting individuals from Scotland (THINd). The indi-
viduals fromScotland (THINv)were used tovalidate the predic-
tionmodels in an external validation setting.The sample sizesof
the development and validation data sets were 1,973,511 indi-
viduals (88,312 CVD events) and 110,934 individuals (5,252
CVD events), respectively.
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