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a b s t r a c t

Opposition-Based Learning (OBL) is a research area that has been widely applied in several algorithms for
improving the search process. In this work we present a revision of several applications of OBL in meta-
heuristics and some metaheuristic approaches that are inspired in OBL. For reviewing each OBL approach
we analyze the objective of including OBL, the role performed by the OBL component, the type of OBL and
the type of problem tackled. We also propose a classification of these approaches that apply or are
inspired in OBL. Our goal is to motivate researchers in metaheuristics to include ideas from OBL and
report which strategies were successfully applied.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

A metaheuristic can be defined as an iterative generation pro-
cess which guides a subordinate heuristic by combining intelli-
gently different concepts for exploring and exploiting the search
space (Osman & Laporte, 1996). In general, metaheuristics identify
promising regions of the search space and exploit them to obtain
the best quality solutions from those regions. However, meta-
heuristics based approaches present typical difficulties: getting
trapped in local optima, have convergence problems, among
others. For this reason, the design of strategies for improving the
search of metaheuristics has been studied for several years
(Talbi, 2002, 2009).

Opposition-Based Learning (OBL) is a concept originally intro-
duced in 2005 by Tizhoosh (2005), related to obtaining comple-
mentary candidates from a set of solutions. This relationship is
defined as ‘‘opposite” and it considers to map candidate solutions
for increasing the coverage of the search space, accuracy and con-
vergence of the search process (Malisia, 2008). The objective is to
support the search process of an original algorithm considering
more candidate solutions, that are opposite solutions.

In the metaheuristics community, many Opposition-Based
metaheuristics have been reported. In Section 3, we present an
extensive revision of OBL ideas included on metaheuristics and
some OBL inspired approaches. In Section 4, we propose a classifi-
cation of OBL approaches in metaheuristics, followed by a discus-
sion on Section 5 and some conclusions on Section 6. In the
following section we formally define different types of OBL.

2. Opposition-based learning

There are several definitions of what opposition is, considering a
long list of situations and contexts where this concept can be
applied. Focused on metaheuristics and optimization, opposition
has been presented as a relationship between a pair of candidate
solutions. Both in combinatorial and continuous optimization, each
candidate solution has its own particularly defined opposite candi-
date. In general, there are two ways of searching using opposite
candidate solutions: defining a function for mapping every solu-
tion of the search space with its own opposite solution or, search-
ing for solutions with opposite quality.

Lets suppose that we are interested in solving a problem whose
variable domains are defined in C space, where C can be numerical
or categorical. Also, X ¼ ½x1; x2; . . . ; xM � is a point in aM-dimensional
space where xi 2 ½ai; bi�;8i 2 ½1;M�. Next, we will present different

existing types of OBL to obtain opposite candidate solutions �X that
consider variables in a M-dimensional space. More specifically,
M 2 ½1;1Þ.

Definition 1 (Type-I Opposition). Given U : C ! C an opposition
mapping function that maintains the characteristics of the input
space. Thus, a Type-I Opposite candidate solution is defined by
�X ¼ UðXÞ

Here, U is a function that maps every solution X in the search

space to their opposite solution �X. Fig. 1 shows a search space
example of a problem to be solved. There are seven regions named
from A to G, where the darker the region the better the quality
solution. Suppose that a candidate solution X is in region D, where
worst quality solutions are placed. Using the mapping function U,

we can obtain its opposite candidate solution UðXÞ ¼ �X ¼ �X. This
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solution should be in other region of the search space, for example
in Fig. 1, in region B. The key idea is to generate more candidate
solutions using U and, continue the search process with the higher
quality solutions. It is important to emphasize that U is defined as
a one-to-one mapping function. Also, the relationship between two
candidate solutions is symmetric.

From Type-I Opposition, there are two more extensions that are

defined according to the distance from �X: Type-I Quasi-Opposition
and Type-I Super-Opposition (Tizhoosh, Ventresca, & Rahnamayan,
2008).

Definition 2 (Type-I Quasi-Opposition). Given X 2 C and d a dis-

tance function. We define that points �Xq are Type-I Quasi-opposite

of X when dð�Xq;XÞ < dð�X;XÞ.

Definition 3 (Type-I Super-Opposition). Given X 2 C and d a dis-

tance function. We define points �Xs are Type-I Super-opposite of

X when dð�Xs;XÞ > dð�X;XÞ.
Quasi-opposite points �Xq are defined closer to the original can-

didate solution X than a Type-I Opposition point �X. The hypothesis
is that quasi-opposite points have a higher chance to be closer to
an optimal solution than opposite points. On the other hand, Super

opposite candidate solutions �Xs are farther to a Type-I Opposition

point �X.
Other type of opposition defines a relationship between a pair

of candidate solutions considering an evaluation function for map-
ping them:

Definition 4 (Type-II Opposition). Given X 2 C and � : f ðCÞ ! f ðCÞ
by a Type-II Opposition mapping where f is a defined performance
function. Then, the set of Type-II opposites of X are completely
defined by � .

In general, � maps a candidate solution considering the extreme
values of a defined evaluation function. As Fig. 1 shows, suppose
that X is in region E and its opposite � ðXÞ ¼ �X is in region D,
where f ðXÞ > f ð�XÞ in a maximization scenario. The Type-II Oppo-
sition strategy has been used for exploring the search space and
temporary discard regions that are possibly related to low quality
solutions.

Generalized OBL (GOBL) (Wang, Wu, Rahnamayan, & Kang, 2009)
is another version of OBL, originally presented as Space Transforma-
tion Search (STS) (Wang et al., 2009). Similarly to the Quasi-
Opposition idea, the aim of GOBL was to obtain candidate solutions
closer to the global optimum.

Definition 5 (Generalized OBL). Given X ¼ ½x1; . . . ; xM � a solution in
a M-dimension space. An opposite candidate solution
�Xg ¼ ½�x1; . . . ; �xM� is defined by a weight parameter k, that controls
how close their respective dimensions are. Each dimension j of X is
mapped using:

�xj ¼ k � ðaj þ bjÞ � xj ð1Þ
where k is a random number 2 ½0;1� and aj and bj are the minimum
and maximum values for jth dimension of X.

Center-Based Sampling (CBS) (Rahnamayan & Wang, 2009) is a
variant of OBL similar to GOBL. Here, the objective is to obtain
opposite candidate solutions closer to the center of the domain
of each variable.

Definition 6 (Center-Based Sampling). Given X ¼ ½x1; . . . ; xM� a
solution in a M-dimension space. An opposite candidate solution
�Xc ¼ ½�x1; . . . ; �xM� is defined by a random point between X and its

opposite point �X. Each dimension j of X is mapped using:

�xj ¼ randj � ðaj þ bj � 2 � xjÞ þ xj ð2Þ
where randj is a uniformly distributed random number
2 ½0;1�; j 2 ½1;M� and aj and bj are the minimum and maximum val-
ues of the jth component of X.

In literature there are other variants of OBL: Quasi-Reflection
OBL (QROBL) (Ergezer, Simon, & Du, 2009) and OBL using the Current
Optimum (COOBL) (Xu, Wang, He, & Wang, 2011). Table 1 summa-
rizes all these types of OBL. For each type, we present the opposite
candidate of a solution X and the required inputs for obtaining this
opposite candidate solution.

Fig. 2 shows a minimization problem example that considers
one dimension solutions (M ¼ 1) and all the OBL types described.
Let’s suppose that C space is R and the candidate solution
x 2 ½0;10�, specifically x ¼ 2. Also, let’s suppose that the current
best solution found is xco ¼ 1. Considering the definitions proposed
in Tizhoosh et al. (2008), the Type-I opposite �x will be equal to 8,
the Type-I Quasi opposite �xq ¼ 6 and the Type-I Super opposite
�xs 2 ð8;10�. Then, as �xqr is a reflection of �Xq across the center of
the domain, �xqr ¼ 4. About CBS, �xc can be between 4 and 6, near
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Fig. 1. Search space example.

Table 1
OBL types summary.

OBL type Opposite of X Who can be their opposite �X Input

Type-I Opposition �X Solution between two defined boundaries –

Type-I Quasi-Opposition �Xq Solution closer to X than �X �X, Distance Metric
Type-I Super-Opposition �Xs Solution farther to X than �X �X, Distance Metric
Type-II Opposition �XII Solution with opposite performance –

Generalized OBL �Xg Solution can be nearer to X than �X k parameter

Quasi-Reflection OBL �Xqr Reflection from the center of the domain of the �Xq
�Xq

Center-Based Sampling �Xc Solution close to the center of the domain k1 and k2 parameters

OBL using Current Optimum �XCOOBL
Solution related to the current optimum (Xco) or same as GOBL Xco; randð0;1Þ
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