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a b s t r a c t

One practical and low-risk approach to product planning for technology-based firms is to identify appli-
cation products based on their existing product portfolios. Previous studies, however, have tended to
neglect the current product development capabilities of target firms and to apply the technical data of
specific fields to their methods, thereby failing to quantify a way of identifying various product opportu-
nities. As a remedy, this paper proposes a new multi-step approach to product recommendation. The
steps include (1) generating assignee–product portfolio vectors using text mining on a large-scale sample
of patents, (2) recommending untapped products for a target firm by using latent Dirichlet allocation and
collaborative filtering, (3) producing a visual map based on the promise and domain heterogeneity of the
recommended products. To validate the practicability, we applied our approach to a Korean high-tech
manufacturer by using all of the patents registered in the United States Patent and Trademark Office
database during the period of time from 2009 to 2013. This study contributes to the systematic discovery
of new product opportunities across various domains using the existing product portfolios of firms, and
could become the basis for a future product opportunity analysis system.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Faced with a business environment in which an increasing
number of competing products rapidly appear and product life
cycles shorten, many firms are making efforts to bring new
products to market through product planning in order to secure
competitiveness and develop sustainably. As a strategy for profit
generation from new products and new markets, product diversifi-
cation involves expansion into new segments of an industry where
a firm already is and/or investment in a promising business outside
of the scope of the existing business (Ansoff, 1957). One practical
and low-risk approach to product planning for the firms that hope
to bring new products to market is to expand the building of new
product items on the foundation of the firms’ existing product
portfolios (Yoon, Park, & Coh, 2013; Yoon et al., 2015). Thus, this
strategy utilizes existing product development capabilities to help
a firm improve the practicality and performance of developing and
launching new products, as well as to reduce the level of develop-
ment risk (Qian, 2002).

Patents have long been considered an up-to-date and valid
technical source that reflects current technological advancements
as well as contains inventive knowledge with economic value
(Yoon, Park, & Kim, 2013). Accordingly, many studies use patent
information as raw data for analysis. Regarding product or technol-
ogy opportunity analysis, prior studies use patents to fit growth
curves to forecast the timing of emerging technologies and to
estimate the evolutionary stage of new technologies, thereby sug-
gesting strategic directions for technology development (Daim,
Rueda, Martin, & Gerdsri, 2006; Liu et al., 2011; Yoon, Park, Kim,
Lee, & Lee, 2014). Utilizing patent data within a given technology,
some studies develop patent maps and networks to analyze the
characteristics of specific patents and patent groups (Yoon &
Kim, 2011), to detect the novelty of patents (Geum, Jeon, & Seol,
2013) and to evaluate patent vacuum areas (Lee, Yoon, & Park,
2009; Yoon, Park, & Kim, 2013). Other studies develop methods
for new product or technology opportunities by applying idea gen-
eration methods, such as morphology analysis (Yoon & Park, 2007),
disruptive innovation (Yoon & Kim, 2012) and system evolution
patterns (Park, Kim, Choi, & Yoon, 2013; Park, Ree, & Kim, 2013).

Despite the contributions of previous studies, they have some
common limitations. First, most studies do not consider the
existing product portfolio of a target firm in need of new product
opportunities. Rather, the studies identify generic opportunities
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in the context of product domains, so these identified opportuni-
ties may not be practically applicable to the target firm. Second,
from a methodological perspective, the prior studies are unable
to deal with potential product opportunities that lie beyond a
given product domain, because they do not incorporate pertinent
technical information in various technical fields. In the same vein,
further research needs to support product opportunity identifica-
tion beyond expert knowledge and product domains; this can be
realized by handling a large-scale technical data set embracing a
wide range of technology areas.

To remedy these limitations, this study proposes a multi-step
approach to recommending new application products, which starts
from a target firm’s existing product portfolio and which utilizes
patent-based text mining and collaborative filtering techniques.
The proposed approach has four steps: (1) the construction of
assignee–product portfolio vectors using text mining of large-
scale sample patents, (2) the use of latent Dirichlet allocation
(LDA) (Blei, Ng, & Jordan, 2003) to identify semantic similarities
among the product portfolios of patent assignees, (3) the applica-
tion of collaborative filtering to identify favorable product items
untapped by a target firm and (4) the suggestion of product
recommendation portfolio maps for new product opportunities in
consideration of the product promise and product heterogeneity.
For this study, we construct a database of 1,114,129 patents
granted by the United States Patent and Trademark Office (USPTO)
between 2009 and 2013. To show how the proposed approach
works, we apply the approach to a technology-based firm and
recommend practical application product items to the firm.

The contributions of this study are three-fold. First, the pro-
posed approach identifies potential product items from a firm’s
existing product portfolio. Accordingly, such items could serve as
practical inputs in the firm’s product planning process. Second,
the identified product items are identifiable without restriction
of domains, because the proposed approach analyzes large-scale
patent data collected from all technology domains. Therefore, the
approach could facilitate the creative process of generating new
application products and new markets, which product planners
do not tend to intuitively consider. Third, the approach contributes
to systemizing product opportunity analysis processes and there-
fore will become a basis for the development of a technology
intelligence system that interacts with product experts to identify
new application product opportunities.

2. Theoretical background

This study suggests a product opportunity identification
approach based on vector space model-based patent text mining,
LDA and collaborative filtering, so this section briefly overviews
each of these theoretical backgrounds.

2.1. Patent text mining based on the vector space model

A vector space model, or term vector model, is an algebraic
model for representing text documents as vectors of identifiers
(Salton, Wong, & Yang, 1975). This type of model has been widely
used in information retrieval (Turney & Pantel, 2010). In this
model, documents are represented as vectors, which are organized
by the frequency and weighting of terms. For example, each
dimension for a vector corresponds to a separate term, and it is
filled with a term weighting, such as term frequency (tf) and term
frequency–inverse document frequency (tf–idf). Although the vec-
tor space model was initially proposed for information retrieval, its
applicability to patent analysis has been proven by incorporating
the model into various analytical techniques.

Every patent, whether it is granted or not and whether it has
commercial value or not, is a result of research and development
(R&D) activity. Therefore, careful analysis of patents can provide
information not only about technological competitiveness and
the strategic R&D directions of corporations, but also about overall
technology trends and opportunities (Park & Yoon, 2014). Use of
the vector space model in patent analysis has been tried by various
studies that structure technical information to propose analytical
approaches. Studies based on the vector space model have
attempted to develop patent maps using self-organizing feature
maps (Jun, Park, & Jang, 2012; Yoon, Yoon, & Park, 2002), formal
concept analysis approach (Lee, Jeon, & Park, 2011) and patent
similarities (Chang, Wu, & Leu, 2010; Yoon & Park, 2004), as well
as to summarize and classify patent documents (Trappey,
Trappey, & Wu, 2009), to identify and examine the possibility of
vacuumed technologies using information visualization (Lee,
Yoon, & Park, 2009; Son, Suh, Jeon, & Park, 2012) and to analyze
patent infringement (Lee, Song, & Park, 2013; Shin & Park, 2005).
Other studies have proposed approaches to identify new technol-
ogy opportunities by incorporating morphology analysis (Yoon,
2008; Yoon et al., 2013; Yoon & Park, 2005, 2007) and developing
technology roadmaps for business planning and product designs
(Lee, Lee, Seol, & Park, 2008; Lee, Yoon, Lee, & Park, 2009; Yoon,
Phaal, & Probert, 2008).

Although patent text mining approaches using vector space
models are controversial in terms of defining keywords and
representing technological knowledge (Park, Yoon, & Kim, 2012;
Yoon, Choi, & Kim, 2011; Yoon & Kim, 2011), the simple structure
and ease of use of the method have enabled various applications
for patent text analysis. This study adopts a vector space model
to construct assignee–product vectors, which act as inputs for
collaborative filtering-based product opportunity recommendation
in our proposed approach.

2.2. Latent Dirichlet allocation (LDA)

LDA, which was first presented as a graphical model for topic
discovery, is a generative model that allows sets of observations
to be explained by unobserved groups (Blei et al., 2003). LDA
assumes that documents are made up of words and that the order-
ing of the words within a document is not important (Misra, Cappé,
& François, 2008). In addition, it assumes that every document is
represented by a topic distribution and that each topic defines an
underlying distribution of words.

The concept behind LDA asserts that documents are repre-
sented as random mixtures over latent topics, wherein each topic
is characterized by a distribution over words (Wang & Blei,
2011). LDA assumes the following generative process for a corpus
D consisting of K topics and M documents each of length Ni:

1. Choose hi � DirðaÞ, where i 2 f1; . . . ;Mg
2. Choose uk � DirðbÞ, where k 2 f1; . . . ;Kg
3. For each of the word positions i, j, where j 2 f1; . . . ;Nig, and

i 2 f1; . . . ;Mg
� Choose a topic zij � MultinomialðhiÞ
� Choose a word wij � Multinomialðuzij

Þ

a is the parameter of the Dirichlet prior on the per-document
topic distributions, b is the parameter of the Dirichlet prior on
the per-topic word distribution, hi is the topic distribution for doc-
ument i (sum of hi is 1.0), uk is the word distribution for topic k, zij
is the topic for the jth word in document i, and wij is the specific
word.

LDA is known to outperform other dimension reduction
techniques when dealing with a large corpus (Blei et al., 2003).
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