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Abstract

Numerically asymmetric force field is examined in particle-oriented problems such as Quasicontinuum modeling and
simulation. To configure the ground state of a large-scale physical system featured by numerically asymmetric force field,
we propose a Hessian-free Newton–Raphson method where the Newton equation is solved using central-difference based
BiCGstab algorithm (denoted as HFNR-BiCGstab-diff for simplicity). A detailed analytical and experimental investigation on
the convergence performance of the HFNR-BiCGstab-diff algorithm is given in this paper. A pure HFNR-BiCGstab-diff algorithm
may suffer from unreliable start-up, particularly in the case that the initial guess is far from the minimizer. As a remedy, a hybrid
method that couples HFNR-BiCGstab-diff with preconditioned nonlinear conjugate gradient algorithm (PNCG) is developed to
achieve optimal computational performance. The algorithms addressed in this paper have been implemented using POSIX-Thread
C++. Their performance has been evaluated using three-dimensional Quasicontinuum simulation problems, which are featured by
asymmetric force field and large dimensional sizes up to 122,808 degree-of-freedom, as benchmarks. The numerical experiment
on IBM SP2 demonstrates that, compared to alternative unconstrained optimization methods such as preconditioned nonlinear
conjugate gradient algorithm, the hybrid algorithm saves 20%–60% running time.
c⃝ 2017 International Association for Mathematics and Computers in Simulation (IMACS). Published by Elsevier B.V. All rights

reserved.
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1. Introduction

As its major contributions, this paper examines the numerically asymmetric force field derived from particle-
oriented modeling and simulation, and then develops efficient solvers corresponding to the numerical asymmetric
force field.
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An unconstrained optimization [5,10,11,13,35]

min
u∈ℜN

Π (u), (1)

where Π (u) is the potential function corresponding to a system configuration u, is generally used to configure the
ground state of physical systems. This paper aims to use an inexact Newton–Raphson algorithm [4,2] to solve the
unconstrained optimization problem arising from physical systems that suffer from asymmetric force field.

As one of the most popular and efficient unconstrained optimization methods, the Newton–Raphson algorithm
[5,10,12,34,35,42,43,6,17,19] for Eq. (1) can be formulated as

u(k+1)
= u(k)

+ αk+1d(k), (Line search) (2)

and

G(k)d(k)
= −g(k), (Newton equations) (3)

where k indicates the nonlinear iterative number, gradient g(k) and Hessian G(k) are the first- and second-order
derivatives of Π (u) at point u(k), respectively, and αk+1 is obtained by backtracking line search algorithm [32,35].

For large-scale problems, an explicit formulation of Hessian G(k) is extremely costly. Therefore, the
Newton–Raphson method suffers from relatively high storage and computing complexity in solving Newton equations
to obtain the search directions [55]. As remedies, two following techniques are employed in this paper:

• truncated strategies (or inexact method) [5,9,12,17,20,33,34,42,43,54,56], where only an approximate solution to
Newton equations is obtained, and

• Hessian-free or Hessian-reduced techniques [10,13,17,20,33,34,39], where an explicit formulation about Hessian
is circumvented.

In order to reduce the computational cost of Hessian-related operations involved in Newton–Raphson algorithm,
iterative algorithms are emphatically investigated to solve the Newton equations (Eq. (3)). As the only Hessian-related
operations in the implementation of iterative algorithms, the matrix–vector product was approximated by central
difference

G(k)v =
g(u(k)

+ τv) − g(u(k)
− τv)

2τ
+ O(τ 2

∥v∥
3), (4)

where τ is called the finite-difference interval and it will be determined according to the curvature of Π . Eq. (4) is
derived from multivariate Taylor series.

Mathematically, Hessian G(k) is supposed to be symmetric [52]. Namely, ∂2 
∂ui ∂u j

≡
∂2 

∂u j ∂ui
where i and j indicate

different components of a physics system. This hypothesis is also consistent with Newton’s Third Law, which
states that “for every action, there is an equal and opposite reaction”. However, due to the application of central-
difference strategy and cluster summary rule for particle-oriented modeling, the numerical symmetry of Hessian
is not guaranteed. This issue is observed in our numerical experiments [20], where those symmetric linear solvers
such as Conjugate Gradient [40] converge extremely slowly in solving the Newton equations. As one of the most
efficient nonsymmetric linear solvers, the BiCGstab algorithm [40] based on the central difference technique (denoted
as BiCGstab-diff for simplicity) is used to solve the Newton equations. The Newton–Raphson algorithm based on
BiCGstab-diff (HFNR-BiCGstab-diff) is addressed in detail in terms of feasibility, accuracy, and convergence rate.

From the point of view of iterative convergence rate, a Newton–Raphson algorithm is superior to some other
algorithms such as steep-descent [37] and nonlinear conjugate gradient methods [1,36,6,7] due to its quadratic
convergence rate under some mild conditions. However, from the point of view of convergence time, Newton–Raphson
algorithm is not always the winner, particularly during the early stage of calculation. As has been demonstrated in the
numerical experiments, only in case that an initial guess (u(0)) is close enough to the minimizer (u∗), the advantage
of Newton–Raphson algorithm [5,10,12,34,35,42,43] can be fully embodied. As a result, this work investigates a
hybrid strategy which combines the preconditioned nonlinear conjugate gradient (PNCG) [1,6,7,15,36,37] with the
HFNR-BiCGstab-diff.

The nomenclature related to this paper is given in Table 1.
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