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a b s t r a c t

In this paper, error bounds for affine variational inequalities with second-order cone constraints are
considered. Examples are given to show that, in general, Lipschitz error bounds may be invalid for affine
second-order cone inclusion problems.Weprovide a sufficient condition (not stronger thanMangasarian–
Fromovitz constraint qualification), under which a local Lipschitz error bound is valid for the variational
inequality problem.Moreover, under a full row rank assumption, a local Hölder error bound is established
for the variational inequality problem and the Hölder exponent is bounded by a function of problem
dimensions.
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1. Introduction

Error bound conditions play an important role in the conver-
gence analysis of numerical algorithms for optimization problems
and variational inequalities. For example, the convergence analysis
of matrix splitting methods, can be established under an error
bound condition, for symmetric and monotone affine variational
inequalities [19]. Another example is the convergence analysis
of the modified Levenberg–Marquardt methods. The quadratic
convergence rate can be obtained under the local error bound
condition, see [33] and [4].

Error bounds for nonlinear systems, such as systems of convex
functions, polynomial functions and lower semi-continuous func-
tions, have been investigated extensively and readers are referred
to [8,10–12,14,16–18,24,28–30] and the references therein.

There are many important results on error bounds for varia-
tional inequalities (VIs) over convex polyhedral sets. Motivated by
the convergence analysis of matrix splitting algorithms, Luo and
Tseng (1992) [19] established a local Lipschitz-type error bound for
affine VIs using projection-type residual functions. The conclusion
can also be obtained from error bounds for piecewise quadratic
systems (see [16]). Pang (1987) [23] proved that global Lipschitz
error bound holds for VIs with polyhedral constraints under the
condition of strong monotonicity and Lipschitz continuity. Xiu
and Zhang (2002) [31] extended these results to general VIs with
convex constraints. An error bound for a system or an optimization
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problem is usually described in terms of residual functions. For
variational inequality problems, gap functions are served as resid-
ual functions. For instance, under strong monotonicity and Lips-
chitz continuity, Lipschitz error bounds in terms of gap functions of
VI problems can be established, see [5,25–27,32]. Moreover, these
error bound results are extended to nonsmoothVIs and subanalytic
VIs, see [20] and [15], respectively.

In this paper, we mainly consider error bounds for the affine
variational inequalities (AVIs) with second-order cone (SOC) con-
straints. This variational inequality problem can be stated as: find
an x∗

∈ X satisfying

⟨x − x∗, Mx∗
+ q⟩ ≥ 0, ∀x ∈ X, (1)

where X = {x | Ax − b ∈ Q } and Q =
∏p

i=1Qmi+1 and Qmi+1
is a second-order cone in Rmi+1 as i = 1, 2, . . . , p. A second-
order cone LCP problem is a special case of Problem (1), which has
foundmany applications in optimizations. For example, the system
of KKT conditions for a quadratic programming problem with
second-order cone constraints can be formulated as a second-order
cone LCP problem. Lipschitz error bound condition has already
been used in the convergence analysis of algorithms for solving
Problem (1). For example, the convergence results for the matrix-
splitting method by [6] and the proximal gradient descent method
by [22] are establishedunder the Lipschitz error bound. Since affine
variational inequalities are not necessarily strictly monotone or
strongly monotone, the known results are not applicable to get a
Lipschitz error bound for Problem (1). To overcome this difficulty,
in this paper,we propose a sufficient condition, underwhich a local
Lipschitz-type error bound holds for Problem (1). Moreover, based
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on fractional error bounds for polynomial systems proposed by Li
et. al. (2015,2016) [13,14], we establish a local Hölder error bound
for Problem (1) under a full row rank condition.

The rest of this paper will be organized as follows. In the next
section, examples are presented for illustrating that in general, Lip-
schitz error boundsmay be invalid for second-order cone inclusion
problems or semidefinite inequalities. Hence it also may be invalid
for VIs with SOC constraints. In Section 3, we provide a sufficient
condition, underwhich Problem (1) has a local Lipschitz-type error
boundwith projection-type residual functions. A local Hölder error
bound for AVIs with SOC constraints is established in Section 4. It
is proved that the Hölder exponent can be bounded by a function
of problem dimensions. The final sectionmakes a conclusion of the
paper.

2. Two examples for second-order cone and semidefinite in-
equalities

It has been proved by Luo and Tseng (1992) [19] and Li [16] that
affine variational inequalities have Lipschitz error bounds without
any regularity assumptions. But for second-order cone inclusion
problems and semidefinite inequalities, Lipschitz error bounds are
only satisfied under some regularity conditions, see [7,9,11,21].
The following example shows that Lipschitz error bounds may be
invalid for SOC problems when these regularity conditions fail.

Example 2.1. Consider a second-order cone inclusion problem as
follows: Aix − bi ∈ Qi, i = 1, 2, where

A1 =

(0 1
0 1
1 0

)
, A2 =

(0 0
0 1
0 0

)
,

b1 = (1/2, 1, 0)T , b2 = (0, 3/4, 0)T .

Since (y0; ȳ) ∈ Qi is equivalent to ∥ȳ∥ − y0 ≤ 0, by defining

f1(x1, x2) :=

√
x21 + x22 − 2x2 + 1 − x2 +

1
2

f2(x1, x2) :=

⏐⏐⏐⏐x2 −
3
4

⏐⏐⏐⏐
the solution set can be formulated as

X = {(x1, x2) | f1(x1, x2) ≤ 0, f2(x1, x2) ≤ 0}.

It can be easily verified thatX = {(0, 3
4 )}.We choose the commonly

used residual function

r(x) = max
{[√

x21 + x22 − 2x2 + 1 − x2 +
1
2

]
+

,

⏐⏐⏐⏐x2 −
3
4

⏐⏐⏐⏐ } .

Consider a sequence {xk} ⊂ R2
\X defined by xk = (εk, ε2

k−ε3
k+

3
4 )

T ,
where εk ↓ 0 as k → ∞. We have

lim
k→∞

r(xk)
d(xk, X)

= lim
k→∞

max

{
ε2k−(ε2k−ε3k )√

ε2k+(ε2k−ε3k−1/4)2+(ε2k−ε3k+1/4)
, |ε2

k − ε3
k |

}
∥(εk, ε2

k − ε3
k + 3/4) − (0, 3

4 )∥

= lim
k→∞

ε2
k − ε3

k√
ε2
k + ε4

k − 2ε5
k + ε6

k

= 0.

This implies that Lipschitz error bounds do not hold for this prob-
lem.

Example 2.2. The second-order cone problem in Example 2.1
can be equivalently written as a semidefinite matrix inequality as

follows,

G =

(
G1(x1, x2) 0

0 G2(x1, x2)

)
⪰ 0, where

G1(x1, x2) =

(x2 − 1/2 x1 x2 − 1
x1 x2 − 1/2 0

x2 − 1 0 x2 − 1/2

)
,

G2(x1, x2) =

( 0 x2 − 3/4 0
x2 − 3/4 0 0

0 0 0

)
.

Hence, semidefinite inequalities also have no Lipschitz error
bounds in some cases. Note that in this example λmin(G2(x)) ≤ 0
for any x ∈ Rn, hence the conclusion given by Deng and Hui [3]
cannot be applied here to obtain a Lipschitz type error bound.

3. A local Lipschitz error bound for AVIs with SOC constraints

3.1. Preliminary

It is well known (from the convexity of X) that the solution set
of Problem (1) is equivalent to

X∗
= {x ∈ X | x = [x − Mx − q]X }, (2)

where [D]X denotes the orthogonal projection of D onto X . Denote
the projection [x−Mx− q]X by z. Then z is the optimal solution of
the following second-order cone constrained quadratic program,⎧⎨⎩min

1
2
∥z − x + Mx + q∥2

s. t. Az − b ∈ Q .

(3)

The KKT conditions of the problem can be written as follows.
KKT conditions:

x − z − Mx − q + ATλ = 0, (4)

Aiz − bi ∈ Qmi+1, λi ∈ Qmi+1, (5)

λi ◦ (Aiz − bi) = 0, i = 1, . . . , p. (6)

3.2. A local Lipschitz error bound

In view of Example 2.1, we have that constraint qualifications
are needed for Lipschitz error bounds for Problem (1). We show in
the following that Problem (1) can be reformulated as a quadratic
system with linear constraints. Based on the error bound results
on Lipschitz functions, we establish a local Lipschitz error bound
for Problem (1) under a condition not stronger than Mangasarian–
Fromovitz constraint qualification (MFCQ). For this analysis, we
need the following results, which is Theorem 3.3 in [29].

Theorem 3.1. Let C ⊂ Rn be a closed set, fi, gj : Rn
→ (−∞, +∞]

be l.s.c. functions for i = 1, 2, . . . , r, j = 1, 2, . . . , s. Assume that
x0 ∈ S := {x ∈ C | f1(x) ≤ 0, . . . , fr (x) ≤ 0; g1(x) = 0, . . . , gs(x) =

0} and denote

f (x) = max{f1(x), . . . , fr (x); |g1(x)|, . . . , |gs(x)|}.

Suppose that there exist µ > 0 and ε > 0 such that

∥ξ∥ > µ−1, ∀ξ ∈ ∂w[f (x) + σC (x)]

for any x ∈ C with 0 < f (x) < ε (or ∥x − x0∥ < ε and 0 < f (x) <
+∞). Then we have

d(x, S) ≤ µ[f (x)]+ ≤ µ(∥[F (x)]+∥ + ∥G(x)∥),

where ∂wf is ∂w-subdifferential defined in [29] for l.s.c. functions and
σC (·) is the indicator function of C.
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