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a b s t r a c t

Estimation of the distribution function in the censorshipmodel is very important in survival
analysis. In this work, three bandwidth selection methods for the smooth Kaplan–Meier
estimator are introduced. The simulations conducted in the paper reveal that the methods
are very promising. Thus, this paper offers hopeful solutions to this ‘‘old’’ problem.

© 2016 The Korean Statistical Society. Published by Elsevier B.V. All rights reserved.

1. Introduction

Let Xa be a nonnegative random variable with distribution function F a and density function f a, likewise let Xb be a
nonnegative random variable independent of Xa with f b and F b respectively as density and distribution function. Assume
that the observations

(Xi, δ
a
i ), i = 1, . . . , n

are an i.i.d. sample from the random pair defined by

X = min(Xa, Xb), δa
= 1[Xa≤Xb].

Let us set

δb
= 1 − δa and δb

i = 1 − δa
i .

We are interested in the estimation of F a and F b using the data (Xi, δ
a
i )i=1,...,n. For t ∈ {a, b} the most widely used/known

estimator of F t is the Kaplan–Meier estimator defined by

1 − F t
n(x) =


i: X(i)≤x


1 −

δt
(i)

n − i + 1


. (1)
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Here (X(i), δ
t
(i)), i = 1, . . . , n are the n pairs of observations ordered by the X(i) i.e. X(1) ≤ X(2) ≤ · · · ≤ X(n). It is shown in the

literature that the estimator F t
n(x) shares many of the interesting properties of the classical empirical distribution function.

To cite a fewof these properties, F t
n(x) is themaximum likelihood estimator of F t(x) (Kaplan&Meier, 1958), is asymptotically

normal (Stute, 1995), is strongly consistent (Peterson, 1977), and is uniformly strongly consistent (Stute & Wang, 1993).
Despite these good properties, the estimator F t

n is a step function and can be less appealing when the target distribution
function F t is continuous. A smooth version of the Kaplan–Meier estimator of F t was introduced in Földes, Rejtő, andWinter
(1981), and was further studied in Ghorai and Susarla (1990) and Kulasekera, Williams, Coffin, and Manatunga (2001). Let
us conclude this paragraph by mentioning a few recent works on nonparametric estimation with right censored data. For
quantile (hence cumulative distribution function) estimation we can cite Hong, Kim, and Kim (2013), for hazard estimation
we cite Ouadah (2013), and, finally for density function estimation we refer to Jácome and Cao (2008) and Jomhoori, Fakoor,
and Azarnoosh (2012).

Since it is assumed that Xa and Xb have f a and f b as densities, the random variable X = min(Xa, Xb) has a density. Let F
and f denote the distribution and density function of X respectively. The kernel estimator of F based on X1, . . . , Xn is given
by (see Nadaraya, 1964)

Fh(x) =


1
h
K

x − y
h


Fn(y)dy

=
1
n

n
i=1

H

x − Xi

h


,

where Fn is the empirical estimator of F , K a nonnegative kernel function and H its distribution function i.e.

H(x) =

 x

−∞

K(t)dt,

and h = h(n) > 0, is the smoothing parameter. Likewise, the kernel estimator of F a based on the censored data (Xi, δ
a
i )i=1,...,n

is obtained by replacing the empirical distribution function by the Kaplan–Meier estimator i.e. (see for example Ghorai &
Susarla, 1990)

F a
h1(x) =


1
h1

K

x − y
h1


F a
n (y)dy

where h1 = h1(n) is the bandwidth. Similarly the smooth Kaplan–Meier estimator of F b with bandwidth h2 = h2(n) is
defined by

F b
h2(x) =


1
h2

K

x − y
h2


F b
n (y)dy.

The aimof this article is to suggest away to use the observations to determine the bandwidths h1 and h2. In the subsequent
sections of this paper three approaches based on cross-validation ideas are introduced and studied.

The next section outlines a generalization of the Bowman, Hall, and Prvan (1998) method to censored data. Section 3
introduces the basic ideas behind the two other methods of this article. Section 4 studies a method based on the Average
Square Errors (ASE) measure of accuracy, while Section 5 presents the Average Absolute Errors (AAE) approach. Section 6
discusses some of the lessons drawn from the simulations. The remainder of the paper is comprised of proofs.

2. Extension of the Bowman et al. method to the censorship model

We will use the following quantities in the sequel

τa = τXa = inf{x | F a(x) = 1}

τb = τXb = inf{x | F b(x) = 1}
τ = τX = inf{x | F(x) = 1}.

It follows immediately from the independence of Xa and Xb and from the equality X = min(Xa, Xb) that τ = min(τa, τb),
and

1 − F(x) = (1 − F a(x))(1 − F b(x)). (2)

The goal of this section is to show what motivates us to develop the main methods of this paper. These methods are
presented in Sections 3–5 and are applicablewhen F a and F b are continuous. Despite the fact that themethods introduced in
this section are not theoretically fully justified, they are very interesting andwe believe (see Theorem 1) that thesemethods
can be used when one of the distribution functions is not continuous. For example if F b is not continuous the criterion
CV (F a

h1
) in (5) below can be used to obtain a bandwidth for F a

h1
. Also, as will be seen in Section 4, these methods give good

results when n is large enough and F a and F b are continuous.
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