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a b s t r a c t

This paper is concerned with tests for the parallelism and flatness hypotheses in multi-
group profile analysis for high-dimensional data. We extend to elliptical distributions the
procedures developed for normal populations by Harrar and Kong (2016). Specifically,
we prove that their statistics continue to be asymptotically normal when the underlying
population is elliptical, and we obtain new tests by improving their estimator of the
asymptotic variance. Using asymptotic normality, we show that the asymptotic size of the
proposed tests is equal to the nominal significance level, andwe also derive the asymptotic
power. Finally, we present simulation results and find that the power of the new tests is
superior to that of the original Harrar–Kong procedure.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

We consider a multi-sample testing problem for profile analysis for populations with elliptically contoured distributions.
For group g ∈ {1, . . . , a}, letµg = (µg1, . . . , µgp)⊤ be a p-dimensional real vector,Λg be a p×p nonnegative definitematrix,
and ξg be a nonnegative function. The p× 1 random vector X g is said to have an elliptically contoured distribution, denoted
X g ∼ Cp(ξg ,µg ,Λg ), if the characteristic function of X g can be written, for any t ∈ Rp, as

φg (t) = eit
⊤µg ξg (t⊤Λg t).

As a result, E(X g ) = µg and var(X g ) = −2ξ ′
g (0)Λg ≡ Σg , respectively. Well-known examples of elliptical distributions

include the multivariate normal, multivariate Student t , and contaminated normal distributions; see, e.g., Muirhead [8].
Let X g1, . . . ,X gng be mutually independent copies of X g . We consider a test of the parallelism hypothesis

H01 : ∀g∈{1,...,a−1} µg − µa = γg1p vs. A01 : ¬H01. (1)

Here, γg is an unknown real constant and 1p is a p × 1 vector of 1’s, i.e., 1p = (1, . . . , 1)⊤. We also consider tests of the
flatness hypothesis

H02 : ∀g∈{1,...,a} µg1 = · · · = µgp vs. A02 : ¬H02, (2)
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and the level hypothesis

H03 : γ1 = · · · = γa−1 = 0 vs. A03 : ¬H03. (3)

Harrar and Kong [3] give expressions that are equivalent to hypotheses (1)–(3). Expression (1) is equivalent to

H̃01 : µ⊤K01µ = 0 vs. Ã01 : µ⊤K01µ > 0

with K01 = Pa ⊗ Pp, where µ = (µ⊤

1 , . . . ,µ
⊤
a )

⊤ and Pk = Ik − k−11k1⊤

k for k ∈ {a, p}. Setting K02 = (a−11a1⊤

a ) ⊗ Pp and
K03 = Da ⊗ (p−11p1⊤

p ), we can also express hypotheses H̃0x with x ∈ {2, 3} in the form

H̃0x : µ⊤K0xµ = 0 vs. Ã0x : µ⊤K0xµ > 0,

where Da = diag(n1, . . . , na) − n−1
(a) nn

⊤. Here, n = (n1, . . . , na)⊤ and n(a) = n1 + · · · + na.
Srivastava [11] derived the likelihood ratio test for hypotheses (1)–(3) for two normal populations. However, the

likelihood ratio tests for (1) and (2) cannot be applied to situations where n(a) ≪ p, e.g., microarray data, even for normal
populations with covariance homogeneity.

In profile analysis, Takahashi and Shutoh [12] considered approximate tests for hypotheses (1) and (2) for two normal
populations with equal covariance matrices. Harrar and Kong [3] extended these tests to multi-group normal populations
without assuming equal covariance matrices. They also obtained the approximate test for hypothesis (3) based onmatching
moments.

In parallel, the effect of non-normality in profile analysis has been investigated. Okamoto et al. [9] used a perturbation
method to obtain the asymptotic expansions of the distributions of test statistics for elliptical populations. Maruyama [6]
extended the results undermore general conditions using a different method introduced by Kano [5]. Note that these results
are derived as n(a) → ∞.

In this paper, we propose new approximate tests for hypotheses (1) and (2) for high-dimensional elliptical populations
without assuming equal covariance matrices. We note that the rank of K03 is at most a − 1, i.e., it does not grow with p;
accordingly, (n(a), p) asymptotic considerations are not relevant in pursuing our primary interest, which is to test (1) and (2).
To this end, we show that the asymptotic normality of the test statistics proposed by Harrar and Kong [3] holds when the
underlying distribution is elliptical. An improved estimator of the asymptotic variance of these test statistics also enables us
to propose new approximate tests for (1) and (2) for high-dimensional elliptical populations.

The remainder of this paper is organized as follows. Preliminary asymptotic results for approximate tests are presented
in Section 2. Using these results, we construct approximate tests for (1) and (2) and derive the asymptotic power and size of
these tests for elliptical populations in Section 3. In Section 4, the numerical accuracy of the proposed tests is investigated,
and the results are illustrated with a short numerical example. Section 5 concludes the paper. Technical proofs are given
in Appendix.

2. Preliminary asymptotic results

We define an a × a non-randommatrix

(Ra)ij =

{
di if i = j,
ψδiδj if i ̸= j,

with di, δi, ψ ∈ R for i, j ∈ {1, . . . , a}. Then we consider the random variable

T = X
⊤

(Ra ⊗ Pp)X −

a∑
g=1

dg tr(PpSg )
ng

,

where X = (X
⊤

1 , . . . ,X
⊤

a )
⊤ and

Sg =
1

ng − 1

ng∑
i=1

(X gi − X g )(X gi − X g )⊤

with X g = (X g1 + · · · + X gng )/ng .

Remark 1. Ifψ = −1, di = 1− 1/a, and δi = 1/
√
a for all i ∈ {1, . . . , a}, then T is the test statistic forH01. Ifψ = di = a−1

and δi = 1 for all i ∈ {1, . . . , a}, then T is the test statistic forH02.

Here, T is an unbiased estimator of µ⊤(Ra ⊗ Pp)µ, i.e.,

E(T ) = µ⊤(Ra ⊗ Pp)µ. (4)
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