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a b s t r a c t

In recent years, with the rapid development of data collecting technologies, high-
dimensional data have become increasingly prevalent. Much work has been done for test-
ing hypotheses on mean vectors, especially for high-dimensional two-sample problems.
Rather than considering a specific problem, we are interested in a general linear hypothe-
sis testing (GLHT) problem on mean vectors of several populations, which includes many
existing hypotheses about mean vectors as special cases. A few existing methodologies on
this important GLHT problem impose strong assumptions on the underlying covariance
matrix so that the null distributions of the associated test statistics are asymptotically nor-
mal. In this paper, we propose a simple and adaptive test based on the L2-norm for the
GLHT problem. For normal data, we show that the null distribution of our test statistic is
the same as that of a chi-squared typemixturewhich is generally skewed. Therefore, itmay
yield misleading results if we blindly approximate the underlying null distribution of our
test statistic using a normal distribution. In fact, we show that the null distribution of our
test statistic is asymptotically normal only when a necessary and sufficient condition on
the underlying covariance matrix is satisfied. This condition, however, is not always satis-
fied and it is not an easy task to check if it is satisfied in practice. To overcome this difficulty,
we propose to approximate the null distribution of our test statistic using the well-known
Welch–Satterthwaite chi-squared approximation so that our new test is applicablewithout
any assumption on the underlying covariance matrix. Simple ratio-consistent estimators
of the unknown parameters are obtained. The asymptotic and approximate powers of our
new test are also investigated. The methodologies are then extended for non-normal data.
Four simulation studies and a real data application are presented to demonstrate the good
performance of our new test compared with some existing testing procedures available in
the literature.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

With data collecting technology development, high-dimensional data, whose dimensionality may be in hundreds or
thousands and may be much larger than the sample size, are becoming increasingly prevalent. Examples include DNA
microarray and high-frequency financial data among others. The work of this paper was motivated by the peripheral blood
mononuclear cells (PBMC) data, available at http://www.ncbi.nlm.nih.gov/gds with accession ID GDS1615. The PBMC data
set, which has been studied by [4], consists of 42 normal, 26 ulcerative colitis (UC) and 59 Crohn’s disease (CD) tissues,
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each having 22,283 gene expression levels. Of interest is to test whether the three groups of tissues have the same mean
expression levels. This is a one-wayMANOVA (multivariate analysis of variance) testing problem for high-dimensional data.
A general one-way MANOVA problem for high-dimensional data can be described as follows.

Suppose we have the following k independent samples:

yi1, . . . , yini are i.i.d. with E(yi1) = µi, cov(yi1) = 6, i = 1, . . . , k, (1.1)

where the data dimension p is large and may be much larger than the total sample size n = n1 + · · · + nk, one of the goals
is to test whether the kmean vectors are equal:

H0 : µ1 = · · · = µk vs. H1 : H0 is not true. (1.2)

High-dimensional data analysis is challenging because the sample covariance matrices involved in the classical testing
procedures are degenerate so that the classical testing procedures, such as the well-known Hotelling’s T 2 test and the Law-
ley–Hotelling trace test, among others, are no longer powerful or well defined. To overcome this difficulty, a number of au-
thors have proposedmany alternatives in the past decades.When k = 2, the problem (1.2) reduces to a two-sample problem
for high-dimensional data. When the covariance matrices of the two samples are the same, the first two articles, published
over fifty years ago [8,9], proposed some non-exact tests using an F distribution approximation. In 1996, [2] then proposed a
non-exact test via a modification of the Hotelling’s T 2 test. More recently, a number of different approaches have been pro-
posed, including scale-invariant tests [5,10,27], empirical likelihood ratio tests [18,35], simulation or permutation-based
tests [19,36], random-projection and subspace-based tests [21–23,31,41,44], and nonparametric tests [14,20,34], among
others. In most of this literature, strong assumptions on the underlying covariance matrices are required, an exception
being [17], where a weighted two-sample test with a proper choice of the weight matrix was proposed; another is [40],
where a simple and adaptive L2-norm based test with the Welch–Satterthwaite χ2 approximation was considered. When
the covariancematrices of the two samples are different, applications of the above two-sample tests may lead tomisleading
results. To overcome this difficulty, several alternatives have been proposed, including U-statistic based tests [1,7,12] and
scale-invariant tests [11,15,29], among others.

For a general k > 2, when the covariance matrices of the k samples are the same, for the one-way MANOVA problem
(1.2), [13] derived the asymptotic normality of several classical MANOVA tests in a high-dimensional setting, [26] con-
structed a MANOVA test, extending the work of [2], [30] proposed a scale-invariant MANOVA test for non-normal data, [24]
investigated the asymptotics of the Dempster trace criterion, and [6] proposed a linear transformation-based test that can
take the dependence structure of the variables into account. When the k samples have different covariance matrices, [42]
proposed an approximate solution to the k-sample Behrens–Fisher problem by transforming a k-sample problem into a
one-sample problem, [28] proposed a general linear hypothesis test under multivariate linear regression models for normal
data, and [38] proposed a MANOVA test based on variation matrices due to hypothesis and the unbiased estimator of the
covariance matrices.

In this paper, we are interested in testing the following general linear hypothesis testing (GLHT) problem:

H0 : G̃M = 0 vs. H1 : G̃M ≠ 0, (1.3)

where M = (µ1, . . . ,µk)
⊤ is a k × p matrix collecting all the k mean vectors and G̃ : q × k is a known full-rank coefficient

matrix with rank(G̃) = q < k. [32] considered a hypothesis testing problem similar to (1.3) for a one-sample problem of
transposable data where an observation is a realization of a random matrix. When the group sample sizes of the k samples
(1.1) are the same, our GLHT problem may be transformed into the problem they considered. Note that the GLHT problem
(1.3) includes the one-way MANOVA test (1.2) as a special case. In fact, the GLHT problem (1.3) reduces to the one-way
MANOVA test (1.2) when we set G̃ to be either

G̃1 =

Ik−1, −1k−1


or G̃2 =


−1k−1, Ik−1


, (1.4)

where Ir and 1r denote the identity matrix of size r and the r-dimensional vector of 1’s, respectively. Actually, the GLHT
problem (1.3) is very general. It includes not only the one-way MANOVA test (1.2) but also various post hoc and contrast
tests as special cases since any post hoc and contrast tests can be written in the form (1.3). For example, when the one-way
MANOVA test is rejected, it is of interest to further test if µ1 = 3µ2 or if a contrast is zero, e.g., µ1 − 3µ2 + 2µ3 = 0. In
fact, these two testing problems can be written in the form (1.3) with G̃ =


e1,k − 3e2,k

⊤ and G̃ =

e1,k − 3e2,k + 2e3,k

⊤,
respectively, where er,ℓ denotes throughout a unit vector of length ℓ whose rth entry is 1 while all the others equal 0.

Although the GLHT problem (1.3) is very important, we are aware of only a few articles devoted to test it. [28]
considered testing (1.3) in the context of multivariate linear regression models for normal data and [30] for non-normal
data. Recently, [43] considered this GLHT problem in the context of one-way MANOVA under heteroscedasticity using a
test statistic based on U-statistics of the k samples (1.1). In these three articles, strong assumptions are imposed on the
underlying covariance matrices of the k samples (1.1) so that the null distributions of the associated test statistics will tend
to normal as the sample sizes tend to infinity. This shows that the above three tests are useful only for some underlying
covariance matrices. To overcome this difficulty, in this paper, we propose and study an L2-norm based test for the GLHT
problem (1.3), extending the work of [40] so that the resulting test is useful for any underlying covariance matrices. In
Section 5, we demonstrate via simulations that in terms of size controlling, our new test indeed works well for the one-way
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