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a b s t r a c t

Fixed effects panel data regression models are useful tools in econometric and microarray
analysis. In this paper, we consider statistical inferences under the setting of fixed effects
panel data partially linear regression models with heteroscedastic errors. We find that
the usual local polynomial estimator of the error variance function based on residuals
is inconsistent, and develop a consistent estimator. Applying this consistent estimator
of error variance and spline series approximation of the nonparametric component, we
further construct a weighted semiparametric least squares dummy variables estimator for
the parametric and nonparametric components. Asymptotic normality of the proposed
estimator is derived and its asymptotic covariance matrix estimator is provided. The
proposed estimator is shown to be asymptotically more efficient than those ignoring
heteroscedasticity. Simulation studies are conducted to demonstrate the finite sample
performances of the proposed procedure. As an application, a set of economic data is
analyzed by the proposed method.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Panel data refer to the pooling of observations on a cross-section of subjects, such as households, countries, firms,
etc., over a time period, which can be achieved by surveying a sample of subjects and following them over time; see,
e.g., Baltagi [4]. Such a two-dimensional information set enables researchers to estimate complex models and draw
efficient statistical inferences that may not be possible using pure time-series data or cross-section data. Both theoretical
developments and applied works in panel data analysis have become more popular in recent years.

Panel data parametric (mainly linear) regression models have been the dominant framework for analyzing panel data;
see [1,4] for summaries of early work and [18] for a recent comprehensive survey. If correctly specified, the parametric
model has the advantages of easy interpretation and efficient estimation. In practice, however, correct parameterization
is often difficult or unavailable, and a misspecification of the model could lead to biased and misleading estimates of the
underlying parameters. To address this issue, various more flexible models have been introduced in literature of statistics
and econometrics. Among the most important is the panel data partially linear regression model, which allows unspecified
relationship between the response variable and some covariate(s).
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Let (Xit ,Uit , Yit) denote the observations collected from the ith subject, i = 1, . . . , n, at time t , t = 1, . . . , T , where
Yit ∈ R is the response of interest, Xit = (Xit1, . . . , Xitp)

⊤
∈ Rp is a p-vector of linear predictors and Uit = (Uit1, . . . ,Uitq)

⊤

is a q-vector of nonlinear predictors. A typical panel data partially linear regression model has the form

Yit = X⊤

it β + g(Uit)+ εit , εit = µi + νit , i = 1, . . . , n, t = 1, . . . , T , (1.1)

where β = (β1, . . . , βp)
⊤ is an unknown parameter vector, g(·) is an unknown function, µi is the individual effect of

subject i and νit is an idiosyncratic error. Depending on whether µi is correlated with the observed explanatory variables
(X⊤

it ,U
⊤

it )
⊤ or not, model (1.1) can be divided into two classes. One is the random effects model in which µi is uncorrelated

with (X⊤

it ,U
⊤

it )
⊤, so that E{µi(X⊤

it ,U
⊤

it )
⊤
} = 0, where E is the symbol of expectation; and another is the fixed effects model

in which µi is correlated with (X⊤

it ,U
⊤

it )
⊤, i.e., E{µi(X⊤

it ,U
⊤

it )
⊤
} ≠ 0. Considering a large number of random draws from the

cross section, it makes sense for us to treat the individual effects, µi, as random draws from the population. Fixed effects
panel data model, however, is appropriate if the interest is in a specific set of subjects, such as specific firms, a set of OECD
countries, all American states, and so on.

For model (1.1) with fixed effects, the individual effect is often viewed as a parameter to be estimated. It is typically
assumed that T is finite and n is large. Consequently, the number of parameters growswith the sample size, and the ordinary
least squares (OLS) or maximum likelihood estimator (MLE) would lead to inconsistent estimates of the common parameter
of interest. This is well-known as the incidental parameter problem; see [19] for a general discussion on this problem.
Due to the incidental parameter problem, it is a great challenge to construct consistent estimators for the parametric
and nonparametric components in the fixed effects panel data partially linear regression model, and few results were
available until Baltagi and Li [5], who proposed a difference-based series estimation (DSE) for the parametric component
and nonparametric component. They established the asymptotic normality of the former and derived the convergence rate
of the latter. This DSE, however; is not efficient when T > 2, see [2].

Fan et al. [9] found that the model (1.1) with fixed effects is also useful to conduct the microarray analysis of the
neuroblastoma cell in response to macrophage migration inhibitory factor (MIF). Fan et al. [8] proposed a novel profile least
squares estimation (PLSE) for the parametric component and a local linear estimation for the nonparametric component by
the back fitting method. They established the asymptotic normality of the former and the MSE upper bound of the latter.
In addition, the estimation problem of the model (1.1) with fixed effects was considered in [13,24], while the problem of
estimating a varying-coefficient panel data model with fixed effects was studied in [21].

All above-mentioned results assumed that the idiosyncratic errors νit are independent and identically distributed (i.i.d.).
In practice, however, the random errors are often heteroscedastic (with unequal variances). For example, heteroscedasticity
has been found in gasoline demands across Organization for Economic Co-operation and Development (OECD) countries,
in steam electricity generations across utilities of different sizes, in cost functions for US airline firms, and in medical
expenditures [4]. It is well known that when heteroscedasticity is present, ignoring its impact will result in inefficient
estimators of the regression coefficients and biased estimators of covariance. Under the setting of fixed effects panel data
linear regression model, Kézdi [14] and Stock and Watson [20] investigated the consistent estimations of the regression
parameters and asymptotic properties. They found that, due to the incidental parameter problem, the conventional
heteroscedasticity-robust (HR) asymptotic covariance matrix estimator is inconsistent, and further provided a

√
n

consistently bias-adjusted HR estimator. However, [14,20] did not make any assumption about the heteroscedasticity.
Therefore, the error variance in their case could not be estimated and the information of the heteroscedasticity could
not be taken into account to improve the estimation of the mean parameter. There is another important situation of
heteroscedasticity where the error variance is a function of some of the predictors, see [3,10,23]. In this situation, the error
variance could usually be estimated and the information of heteroscedasticity could be taken into account to improve the
estimation of the mean parameter, see Amemiya [3] for the cross-sectional data, Fan and Yao [10] for the time series data
and You et al. [23] for the random effects panel data. To date, however, whether the error variance could be estimated
consistently and whether the information of heteroscedasticity could be utilized to improve the estimation of the mean
parameter remains unsolved even in the setting of fixed effects panel data linear regressionmodel. In this paper, we address
these issues under the more general partially linear model (1.1).

As in [8], we assume that the errors are heteroscedastic and the error variance is a smoothing function of Vit in the form:

εit = µi + σ(Vit)νit , i = 1, . . . , n and t = 1, . . . , T , (1.2)

where σ(·) is an unknown function, var(νit) = 1, and Vit = (Vit1, . . . , Vitm)
⊤ is a known vector. Vit may be a function

of Xit and Uit , such as Vit = Uit in [8]. We find that the usual residuals-based local polynomial estimator of the error
variance function σ(·) is not consistent, and will propose an alternative consistent estimator. Applying the proposed
estimator together with spline series approximation of the nonparametric component, we further construct a weighted
semiparametric least squares dummy variables estimator for the parametric components and a weighted spline series
estimator for nonparametric components. Asymptotic normal distributions for the proposed estimators are derived and
asymptotic covariancematrix estimators are provided. The proposed estimator is shown to be asymptoticallymore efficient
than those ignoring the heteroscedasticity. The results can be extended to more general situation, such as the case where
the noise level may be a smoothing function of the mean, and so on.

Throughout this paper, we choose E {g(Uit)} = 0 as our identification condition and assume that n is large and T is small
and fixed with T ≥ 2. The remainder of the paper is as follows. The pilot estimators of the parametric and nonparametric
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