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a b s t r a c t

We study the piece-wise smooth regression from a theoretical Bayesian perspective. Our
results indicate that under some mild assumptions, the posterior of the regression model
and the change-points locations contracts at optimal nonparametric convergence rate up
to a log-factor, and the number of change-points is posterior consistent.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The piece-wise constant model

yi =

p0∑
j=0

s0j 1
(
τ 0
j < ti ≤ τ 0

j+1

)
+ σεi, i = 1, . . . , n (1)

has recently received great attention from statisticians for its wide applications in finance (Lavielle and Teyssière, 2007),
signal processing (Hotz et al., 2013) and genetic engineering (Jeng et al., 2010), see Lian (2010), Li et al. (2016), Du et al.
(2016), Pein et al. (2016) and the references therein. A natural generalization is the piece-wise smooth regression,

yi =

p0∑
j=0

s0j (ti)1
(
τ 0
j < ti ≤ τ 0

j+1

)
+ σεi, i = 1, . . . , n, (2)

which has far from been well studied, where p0 is the unknown number of change-points; τ 0
0 = 0, τ 0

p0+1 = 1, and(
τ 0
1 , . . . , τ 0

p0

)
are unknown change-points locations; s0j (t) ∈ S(j = 0, . . . , p0) are unknown smooth functions; ε1, . . . , εn

are independent standard Gaussian variables; σ > 0 is a known noise level; and
{
ti =

i
n+1 : i = 1, . . . , n

}
is a deterministic

uniform design.
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We study model (2) from a theoretical Bayesian perspective. Let δ > 0 be a known constant, S(δ) denote the piece-wise
smooth function space⎧⎨⎩

p∑
j=0

sj(t)1
(
τj < t ≤ τj+1

)
: p ≥ 0, τ0 = 0, τp+1 = 1, τj+1 − τj > δ, sj ∈ S

⎫⎬⎭ .

Suppose the true parameter s0(t) :=
∑p0

j=0s
0
j (t)1

(
τ 0
j < t ≤ τ 0

j+1

)
∈ S(δ). Let Dn := {(ti, yi)}ni=1, P

(n)
s be the conditional

distribution of Dn given s, Π a prior on S(δ). The posterior Π (·|Dn) is said to contract to s0 with rate εn → 0 w.r.t. the norm
∥·∥n if P (n)

s0 Π (s ∈ S(δ) : ∥s − s0∥n > Mnεn|Dn) → 0 for all Mn → ∞, where ∥s∥n :=
[ 1
n

∑n
i=1s

2(ti)
] 1
2 is the empirical norm.

Let εn → 0 and ε̄n → 0 be positive sequences satisfying nε2
n → ∞ and nε̄2

n → ∞. The ‘‘test approach’’ (Ghosal et al., 2000,
Ghosal and van der Vaart, 2007) states that the posterior contracts to s0 with rate max{εn, ε̄n}, if

Step (a) the prior puts sufficientmass near the truth, i.e.− logΠ (Bn(s0, ε̄n)) ≲ nε̄2
n , where Bn(s0, ε̄n) := {s ∈ S(δ) : ∥s0 − s∥n

≤
√
2σ ε̄n} and an ≲ bn means that there is a constant C > 0 independent with n, such that an ≤ Cbn.

Step (b) there is a measurable set Sn(δ) ⊂ S(δ) satisfying logΠ (Sc
n(δ)) ≲ −nε̄2

n;
Step (c) there are universal constants K > 0 and ξ ∈ (0, 1) such that for all s1 ∈ S(δ) with ∥s1 − s0∥n > ε > 0, there is a

test φn satisfying

P (n)
s0 φn ≤ e−Knε2 , sup

s∈S(δ):∥s−s1∥n≤ξε

P (n)
s (1 − φn) ≤ e−Knε2 , (3)

and logN(εn, Sn(δ), ∥·∥n) ≲ nε2
n , where N(εn, Sn(δ), ∥·∥n) is the minimal number of εn-balls needed to cover Sn(δ)

and logN(εn, Sn(δ), ∥·∥n) the metric entropy of Sn(δ) w.r.t. ∥·∥n.

LeCam (1973) states that theminimal εn satisfying Step (c) is the optimalminimax convergence rate. A prior,which is irrelevant
to the metric entropy of the parameter space meanwhile the posterior contracts with the optimal rate (up to a log-factor),
is said to be rate adaptive (Scricciolo, 2015).

The main contributions of this paper are: (1) to bound the metric entropy of the piece-wise smooth model S(δ) by the
metric entropy of S; and (2) to construct a sieve prior for piece-wise smooth regression and to give the posterior contraction
rates of the model as well as the change-points locations. Sieve prior has become a common choice in nonparametric
Bayesian and has been well studied in different models (such as smooth regression, density estimation and white noise
model) recently, see de Jonge and van Zanten (2012), Arbel et al. (2013), Shen and Ghosal (2015) and the references cited
therein. Our results can be seen as a new application of the sieve prior.

The paper is organized as follows. In Section 2, we provide a metric entropy bound for the piece-wise smooth model
and formulate model assumptions. In Section 3 we present the main results. Section 4 is a short discussion on possible
generalizations and limitations. All of the proofs are gathered in Section 5.

2. Metric entropy of the piece-wise smooth model

Let δ > 0 be a constant, S be a smooth function space defined on [0, 1],

Sp(δ) :=

⎧⎨⎩
p∑

j=0

sj(t)1(τj < t ≤ τj+1) : τ0 = 0, τp+1 = 1, τj+1 − τj ≥ δ, sj ∈ S

⎫⎬⎭
denote the piece-wise smooth model with p change-points. Define S0(δ) := S and S(δ) :=

⋃pmax
p=0 Sp(δ), where pmax is the

integer part of δ−1. Note that if δ ≥ 1, both Sp(δ) and S(δ) degenerate to S.

Theorem 2.1. There is a constant C, such that for all ε > 0,

logN (ε, S(δ), ∥·∥2) ≤
2
δ
logN

(
δ

2
ε, S, ∥·∥2

)
+

2
δ
log ε−1

+ C . (4)

Note that logN
(

δ
2ε, S, ∥·∥2

)
and log ε−1 correspond to themetric entropy of the smooth functions and the change-points

locations respectively. Since δ is a constant and Sp(δ) ⊂ S(δ), Eq. (4) indicates that if logN (ε, S, ∥·∥2) ≳ log ε−1, which is
always true, themetric entropy of S , Sp(δ) and S(δ) are of the same order. Therefore, the optimal convergence rates of model
(2) with s0 ∈ S , s0 ∈ Sp(δ) and s0 ∈ S(δ) are of the same order.

A sequence of sets {Sk} is called a qk-dimensional sievemodel of (S, ∥·∥2) if (a) for all k ∈ N, Sk = {sk (t; θk) : θk ∈ Rqk} ∈ S ,
(b) for all k1 < k2, Sk1 ⊂ Sk2 and (c)

⋃
∞

k=1Sk is a dense subset of S. For all s ∈ S and k ∈ N, let θk,s denote an element of the
set argminθk∈Rqk ∥s − sk(t; θk)∥2. Let β > 0 be a constant, if for all s ∈ S ,

s − sk(t; θk,s)

2 ≲ k−β , we say that the regularity

of S w.r.t. {Sk} is β . Generally, if the highest regularity of S , w.r.t. all possible sieves, is β , then the optimal convergence rate
of estimating a parameter s0 ∈ S is n−β/(2β+1) (take the Hölder space and Sobolev space as examples).
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