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a b s t r a c t

This paper concerns a Markovian piecewise linear process, based on a continuous-time
Markov chain with a finite state space. The process describes the movement of a particle
that takes a new linear trend starting from a new random point (with state-dependent
distribution) after each trend switch. The distribution of particle’s position is derived in a
closed form. In some special cases the distributions of the level passage times are provided
explicitly.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction and main definitions

Let ε = ε(t), t ≥ 0, be a continuous-time homogeneous Markov chain with the finite state space E. Let Φ(t) =

etΛ =
(
Φij(t)

)
i,j∈E be the transition semi-group with the infinitesimal generator Λ. Consider the sequence of switching

times, 0 < T1 < T2 < · · · < Tn < · · · , T0 = 0, and denote by N(t) the number of switchings occurred up to time t,
N(t) = max{n | Tn ≤ t}.

We study the piecewise linear random process

X(t) = xN(t) + cε(TN(t))(t − TN(t)), t ≥ 0. (1.1)

Here ci, i ∈ E, are deterministic constants, and xn, n ≥ 0, are independent random variables with distributions determined
by the current state ε(Tn).

Process X(t), t ≥ 0, describes the location of a particle thatmoves linearly and takes a new starting point after each trend
switch. Process X resembleswell-studiedMarkovian growth-collapse processes, see e.g. Boxma et al. (2006). In contrastwith
(1.1) the growth-collapse processes presume a constant trendwith additive ormultiplicative down jumps. Suchmodels occur
in insurance mathematics and related fields, see Asmussen (2003, XIV-5) or Rolski et al. (1999, Chapters 5 and 11), and in
production/inventory models studied by Shanthikumar and Sumita (1983), among others.

On the other hand, (1.1) is related to jump-telegraph process T(t) :=
∫ t
0 cε(u)du +

∫ t
0 Yε(u−)dNu, which is a piecewise

linear process jumping from the current position, see e.g. Di Crescenzo et al. (2013) and López and Ratanov (2012); piecewise
linear processes with jumps are presented by Ratanov (2014). Jump-telegraph processes are widely applied in various fields,
including financial market modelling, see Kolesnik and Ratanov (2013).
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In contrast to jump-telegraph process, X(t), t ≥ 0, (1.1), completely updates starting points. Possible applications of this
type of processes could be in financial modelling and insurance mathematics.

The paper is structured as follows. In Section 2 we give explicit formulae for transition densities, expectations and limit
distributions of X(t) (as t → ∞). Section 3 is devoted to a detailed analysis of the level passage times in the case of the
two-state underlying Markov process ε.

2. Distribution

Define the transition probabilities p(t, dy | x) and p(t, dy) by entries

pi(t, dy | x) = P{X(t) ∈ dy | ε(0) = i, X(0) = x}, −∞ < x, y < ∞, (2.1)

and

pi(t, dy) =

∫
∞

−∞

pi(t, dy | x)gi(dx), −∞ < y < ∞, i ∈ E, (2.2)

where gi(dx) is the distribution of the initial starting point at the initial state i = ε(0). By conditioning on the first switching
one can obtain the following integral equations

pi(t, dy | x) = e−λitδx+cit (dy) +

∑
j∈E, j̸=i

∫ t

0
λije−λiτpj(t − τ , dy)dτ , i ∈ E, (2.3)

where δa(dy) denotes δ-measure localised at point a and λi =
∑

j∈E, j̸=iλij. Further, by (2.2)

pi(t, dy) = e−λitg tci
i (dy) +

∑
j∈E, j̸=i

∫ t

0
λije−λiτpj(t − τ , dy)dτ , i ∈ E. (2.4)

Here ga
i (dy) is the displacement of measure gi: for any integrable test-function φ∫

∞

−∞

φ(y)ga
i (dy) =

∫
∞

−∞

φ(y + a)gi(dy).

Systems (2.3) and (2.4) can be solved explicitly. Note that when all trends vanish, ci = 0, i ∈ E, the distribution of
X(t) = xN(t) is given by P{X(t) ∈ dx | ε(0) = i} =

∑
j∈EΦij(t)gj(dx).whereΦij(t) are the entries of the transition semi-group

etΛ introduced in Section 1.

Theorem 2.1. The transition probabilities p(t, dy | x) and p(t, dy), (2.1)–(2.2), have the form

pi(t, dy | x) = e−λitδx+tci (dy) +

∑
j∈E

∫ t

0
Φij(t − τ )

⎡⎣ ∑
k∈E k ̸=j

λjke−λkτ gτ ckk (dy)

⎤⎦ dτ , (2.5)

pi(t, dy) = e−λitg tci
i (dy) +

∑
j∈E

∫ t

0
Φij(t − τ )

⎡⎣ ∑
k∈E k ̸=j

λjke−λkτ gτ ckk (dy)

⎤⎦ dτ , i ∈ E. (2.6)

Let

Mi(t) =

∫
∞

−∞

E {Xi(t) | ε(0) = i, Xi(0) = x} gi(dx), i ∈ E.

Then,

Mi(t) = e−λit (mi + tci) +

∑
j∈E

∫ t

0
Φij(t − τ )

⎡⎣ ∑
k∈E, k̸=j

λjke−λkτ (mk + τ ck)

⎤⎦ dτ , (2.7)

where mi =
∫

∞

−∞
xgi(dx), i ∈ E.

Proof. By conditioning on the last switching time and using the time-reversal property, see e.g. Brémaud (1999), one can
derive (2.5): the first term corresponds to the case of no switchings and other summands describe the movement of the
particle, which starts at time 0 from the state i ∈ E and makes the last switching at time t − τ . Eq. (2.6) follows from (2.2).
Formula (2.7) follows from (2.6). □
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