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a b s t r a c t

In this article, we consider a partially linear panel data models with fixed effects.
In order to accommodate the within-group correlation, we apply the block empirical
likelihood procedure to partially linear panel data models with fixed effects, and prove
a nonparametric version of Wilks’ theorem which can be used to construct the confidence
region for the parametric. By the block empirical likelihood ratio function, the maximum
empirical likelihood estimator of the parameter is defined and the asymptotic normality is
shown. A simulation study and a real data application are undertaken to assess the finite
sample performance of our proposed method.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Panel data analysis has received a lot of attention during the last two decades due to applications in many disciplines,
such as economics, finance, biology, engineering and social sciences. The double-index panel datamodels enable researchers
to estimate complex models and extract information which may be difficult to obtain by applying purely cross section or
time series models. There exists a rich literature on parametric linear and nonlinear panel data models. For an overview of
statistical inference and econometric analysis of parametric panel data models, we refer to the books by Baltagi (2005) and
Hsiao (2003). To avoid imposing the strong restrictions assumed in the parametric panel data models, some nonparametric
methods have been used in both panel data model estimation and specification testing (e.g., Hjellvik et al., 2004; Henderson
et al., 2008; Cai and Li, 2008). While the nonparametric approach is useful in exploring hidden structures and reducing
modeling biases, they can be too flexible to draw concise conclusions, and face the curse of dimensionality due to a large
number of covariates. To overcome these shortcomings, we use semiparametric approaches which are the compromises
between the general nonparametric modeling and fully parametric specification.

Consider the following partially linear panel data models with fixed effects:

Yit = X τitβ + g(Uit)+ υi + εit , i = 1, . . . , n, t = 1, . . . , T , (1.1)
where Yit is the response, (X τit ,Uit) ∈ Rp

×R are strictly exogenous variables, β = (β1, . . . , βp)
τ is a vector of p-dimensional

unknown parameters, and the superscript τ denotes the transpose of a vector or matrix, g(Uit) = (g1(Uit), . . . , gq(Uit))
τ is
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a q-dimensional unknown functions and υi is the unobserved individual effects. Denote by εi = (εi1, . . . , εiT ) the random
error vector of the ith subject and {εi, i = 1, . . . , n} are mutually independent with E(εi|Xit ,Uit) = 0.

Model (1.1) is called a fixed effects model if υi is correlated with Xit and (or) Uit with an unknown correlation structure.
Model (1.1) is called a random effects model if υi is uncorrelated with Xit and Uit . The fixed effects specification has the
advantage of robustness compared to the randomeffects specification (e.g., Baltagi, 2005;Horowitz and Lee, 2004). However,
the analysis of the fixed effects panel data is more challenging because of increasing number of parameters with the sample
size, yielding the famous Neyman and Scott (1948) problem. In this paper, we are concerned with the fixed effects case.

Obviously, model (1.1) includes many usual parametric, nonparametric and semiparametric regression models. For
example, when υi = 0, model (1.1) reduces to the partially linear panel data model. Many researchers have explored the
partially linear panel datamodel (e.g., Roy, 1997; Li and Ullah, 1998; You and Zhou, 2006a). Roy (1997) has used the partially
linear panel data model to study the calorie and income relationship for two years panel data of rural south India. When
υi = 0 and g = 0, the model becomes the well-known parametric panel data regression model, which has been widely
applied in economics (cf., Ahn and Schmidt, 2000; Hsiao, 2003). When υi = 0 and β = 0, the model reduces to the panel
data nonparametric model, which has been investigated by Ruckstuhl et al. (2000).

For partially linear panel datamodels, Li andUllah (1998) constructed a feasible semiparametric generalized least squares
estimator for the coefficient of the linear component and derived the asymptotic normality of the proposed estimator.
For the model (1.1), Su and Ullah (2006) adapted a local linear dummy variable approach to remove the unknown fixed
effects. In this paper, we make statistical inference for the parametric β in partially linear panel data models with fixed
effects. Following the estimation procedure proposed by Li and Ullah (1998) and Su and Ullah (2006), the least-squared
estimations of β can be obtained. Based on this, a normal-based confidence region for the parametric is constructed. But
such a construction is inconvenient because it involves estimating complex asymptotic covariance of the estimators. To end
this, we recommend using the empirical likelihood (EL) method to construct the confidence regions for β . Based on the EL
method, we can construct immediately an approximate confidence region for the regression parameter. One motivation is
that empirical likelihood inference does not involve the asymptotic covariance of the estimators, which is rather complex
structure for the partially linear panel datamodels with fixed effects. Anothermotivation is that the confidence region based
on EL approach does not impose prior constraints on the region shape, and the shape and orientation of confidence regions
are determined completely by the data. Therefore, The EL method has been used by many authors, such as Shi and Lau
(2000), Wang and Jing (1999), You and Zhou (2006b), Fan et al. (2012) and so on.

The usual empirical likelihoodmethod cannot be applied, however, to partially linear panel datamodelswith fixed effects
due to correlation within groups. To accommodate the within-group correlation, we apply the block empirical likelihood
procedure proposed by You et al. (2006) to model (1.1), establish a block empirical log-likelihood ratio for the parametric
component, and derive a nonparametric version of Wilks’ theorem which can be used to construct the block empirical
likelihood confidence region with asymptotically correct coverage probability for the parametric component.

The rest of this paper is organized as follows. Section 2 introduces the methodology and empirical log-likelihood ratio
function for β . Assumptions and the main result are given in Section 3. Some simulation studies and a real-data example
are conducted in Section 4. The proofs of the main results are relegated to Section 5.

2. The model and methodology

To introduce our estimation, we assume that model holds with the restriction
n

i=1 υi = 0. Let υ = (υ2, . . . , υn)
τ and

υ0 = (−
n

i=2 υi, υ2, . . . , υn)
τ . We rewrite model (1.1) in a matrix format yields

Y = Xβ + g(U)+ Mυ + ε, (2.1)

whereM = [−in−1 In−1]
τ
⊗ iT is an nT × (n−1)matrix, In denotes the n×n identity matrix, and in denotes the n×1 vector

of ones. There are many approaches to estimating the parameters {βj, j = 1, . . . , p} and the functions {gi(·), i = 1, . . . , q}.
Themain idea is from the profile least squares approach proposed by Fan andHuang (2005): suppose that we have a random
sample {(Uit , Xit1, . . . , Xitp, Yit), i = 1, . . . , n, t = 1, . . . , T } from model (2.1). Let θ = (υτ , βτ )τ . Given θ , one can apply a
local linear regression technique to estimate the nonparametric component {gj(·), j = 1, . . . , q} in (2.1). For Uit in a small
neighborhood of u, one can approximate gj(Uit) locally by a linear function as below

gj(Uit) ≈ gj(u)+ g ′

j (u)(Uit − u) ≡ aj + bj(Uit − u), j = 1, . . . , q,

where g ′

j (u) = ∂gj(u)/∂u. This leads to the following weighted local least-squares problem: find {(aj, bj), j = 1, . . . , q} to
minimize

n
i=1

T
t=1


Yit − X τitβ − υi


−

q
j=1


aj + bj(Uit − u)

2

Kh(Uit − u), (2.2)

where Kh(·) = K(·/h)/h, K(·) is a kernel function and h is a sequence of positive numbers tending to zero, called bandwidth.
Simple calculation yields that

(ĝ1(u), . . . , ĝq(u), hĝ ′
1(u), . . . , hĝ ′

q(u))
τ

= (DτuWuDu)
−1DτuWu(Y − Xβ − Mυ),
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