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Abstract

We review a finite-sampling exponential bound due to Serfling and discuss related exponential bounds
for the hypergeometric distribution. We then discuss how such bounds motivate some new results for
two-sample empirical processes. Our development complements recent results by Wei and Dudley (2012)
concerning exponential bounds for two-sided Kolmogorov–Smirnov statistics by giving corresponding
results for one-sided statistics with emphasis on “adjusted” inequalities of the type proved originally by
Dvoretzky et al. (1956) [3] and by Massart (1990) for one-sample versions of these statistics.
c⃝ 2016 Elsevier B.V. All rights reserved.
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1. Introduction: Serfling’s finite sampling exponential bound

Suppose that {c1, . . . , cN } is a finite population with each ci ∈ R. For n ≤ N , let Y1, . . . , Yn
be a sample drawn from {c1, . . . , cN } without replacement; we can regard the finite population
{c1, . . . , cN } as an urn containing N balls labelled with the numbers c1, . . . , cN . Some notation:
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we let

µN = N−1
N

i=1

ci ≡ cN , σ 2
N = N−1

N
i=1

(ci − cN )
2,

aN ≡ min
1≤i≤N

ci , bN ≡ max
1≤i≤N

ci ,

fn ≡
n − 1
N − 1

, and f ∗
n ≡

n − 1
N

.

It is well-known (see e.g. [19, Theorem B, page 208]) that Y n = n−1n
i=1 Yi satisfies

E(Y n) = µN and

Var(Y n) =
σ 2

N

n


1 −

n − 1
N − 1


=
σ 2

N

n
(1 − fn). (1)

Serfling [20, Corollary 1.1], shows that for all λ > 0

P(
√

n(Y n − µN ) ≥ λ) ≤ exp


−
2λ2

(1 − f ∗
n )(bN − aN )2


. (2)

This inequality is an inequality of the type proved by Hoeffding [9] for sampling with
replacement and more generally for sums of independent bounded random variables. Comparing
(1) and (2), it seems reasonable to ask whether the factor f ∗

n in (2) can be improved to
fn ≡ (n − 1)/(N − 1)? Indeed Serfling ends his paper (on page 47) with the remark: “(it is) also
of interest to obtain (2) with the usual sampling fraction instead of f ∗

n ”. Note that when n = N ,
Y n = µN , and hence the probability in (2) is 0 for all λ > 0, and the conjectured improvement
of Serfling’s bound agrees with this while Serfling’s bound itself is positive when n = N .

Despite related results due to Kemperman [11–13], it seems that a definitive answer to this
question is not yet known.

A special case of considerable importance is the case when the numbers on the balls in the
urn are all 1’s and 0’s: suppose that c1 = · · · = cD = 1, while cD+1, . . . , cN = 0. Then
X ≡ nY n =

n
i=1 Yi is well-known to have a Hypergeometric(n, D, N ) distribution given by

P


n

i=1

Yi = k


=


D
k

 
N−D
n−k




N
n

 , max{0, D + n − N } ≤ k ≤ min{n, D}.

In this special case µN = D/N , σ 2
N = µN (1 −µN ), while bN = 1 and aN = 0. Thus Serfling’s

inequality (2) becomes

P(
√

n(Y n − µN ) ≥ λ) ≤ exp


−
2λ2

1 − f ∗
n


for all λ > 0,

and the conjectured improvement is

P(
√

n(Y n − µN ) ≥ λ) ≤ exp


−
2λ2

1 − fn


for all λ > 0.

Despite related results due to Chvátal [2] and Hush and Scovel [10] it seems that a bound of the
form in the last display remains unknown.



Download English Version:

https://daneshyari.com/en/article/5130008

Download Persian Version:

https://daneshyari.com/article/5130008

Daneshyari.com

https://daneshyari.com/en/article/5130008
https://daneshyari.com/article/5130008
https://daneshyari.com

