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Abstract

We prove conditional asymptotic normality of a class of quadratic U-statistics that are dominated by
their degenerate second order part and have kernels that change with the number of observations. These
statistics arise in the construction of estimators in high-dimensional semi- and non-parametric models, and
in the construction of nonparametric confidence sets. This is illustrated by estimation of the integral of a
square of a density or regression function, and estimation of the mean response with missing data. We show
that estimators are asymptotically normal even in the case that the rate is slower than the square root of the
observations.
c⃝ 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Let (X1, Y1), . . . , (Xn, Yn) be i.i.d. random vectors, taking values in sets X × R, for an
arbitrary measurable space (X ,A) and R equipped with the Borel sets. For given symmetric,
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measurable functions Kn : X × X → R consider the U -statistics

Un =
1

n(n − 1)

 
1≤r≠s≤n

Kn(Xr , Xs)Yr Ys . (1)

Would the kernel (x1, y1, x2, y2) → Kn(x1, x2)y1 y2 of the U -statistic be independent of n and
have a finite second moment, then either the sequence

√
n(Un − EUn) would be asymptotically

normal or the sequence n(Un − EUn) would converge in distribution to Gaussian chaos. The two
cases can be described in terms of the Hoeffding decomposition Un = EUn + U (1)

n + U (2)
n of

Un , where U (1)
n is the best approximation of Un − EUn by a sum of the type

n
i=1 h(Xr , Yr ) and

U (2)
n is the remainder, a degenerate U -statistic (compare (28) in Section 5). For a fixed kernel

Kn the linear term U (1)
n dominates as soon as it is nonzero, in which case asymptotic normality

pertains; in the other case U (1)
n = 0 and the U -statistic possesses a nonnormal limit distribution.

If the kernel depends on n, then the separation between the linear and quadratic cases blurs.
In this paper we are interested in this situation and specifically in kernels Kn that concentrate
as n → ∞ more and more near the diagonal of X × X . In our situation the variance of the
U -statistics is dominated by the quadratic term U (2)

n . However, we show that the sequence
(Un − EUn)/σ (Un) is typically still asymptotically normal. The intuitive explanation is that
the U -statistics behave asymptotically as “sums across the diagonal r = s” and thus behave as
sums of independent variables. Our formal proof is based on establishing conditional asymptotic
normality given a binning of the variables Xr in a partition of the set X .

Statistics of the type (1) arise in many problems of estimating a functional on a semiparametric
model, with Kn the kernel of a projection operator (see [18]). As illustrations we consider in this
paper the problems of estimating


g2(x) dx or


f 2(x) dG(x), where g is a density and f a

regression function, and of estimating the mean treatment effect in missing data models. Rate-
optimal estimators in the first of these three problems were considered by [2,3,12–14], among
others. In Section 3 we prove asymptotic normality of the estimators in [12,13], also in the case
that the rate of convergence is slower than

√
n, usually considered to be the “nonnormal domain”.

For the second and third problems estimators of the form (1) were derived in [18,19,24,22] using
the theory of second-order estimating equations. Again we show that these are asymptotically
normal, also in the case that the rate is slower than

√
n.

Statistics of the type (1) also arise in the construction of adaptive confidence sets, as in [21],
where the asymptotic normality can be used to set precise confidence limits.

Previous work on U -statistics with kernels that depend on n includes [25,1,10,5,6]. These
authors prove unconditional asymptotic normality using the martingale central limit theorem,
under somewhat different conditions. Our proof uses a Lyapunov central limit theorem (with
moment 2 + ε) combined with a conditioning argument, and an inequality for moments of
U -statistics due to E. Giné. Our conditions relate directly to the contraction of the kernel, and can
be verified for a variety of kernels. The conditional form of our limit result should be useful to
separate different roles for the observations, such as for constructing preliminary estimators and
for constructing estimators of functionals. Another line of research (as in [15]) is concerned with
U -statistics that are well approximated by their projection on the initial part of the eigenfunction
expansion. This has no relation to the present work, as here the kernels explode and the U -statistic
is asymptotically determined by the (eigen) directions “added” to the kernel as the number of
observations increases. By making special choices of kernel and variables Yi , the statistics (1)
can reduce to certain chisquare statistics, studied in [16,8].
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