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a Department of Mathematical Sciences, University of Copenhagen, Universitetsparken 5, DK-2100, Copenhagen,
Denmark
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Abstract

We consider multi-class systems of interacting nonlinear Hawkes processes modeling several large fam-
ilies of neurons and study their mean field limits. As the total number of neurons goes to infinity we prove
that the evolution within each class can be described by a nonlinear limit differential equation driven by
a Poisson random measure, and state associated central limit theorems. We study situations in which the
limit system exhibits oscillatory behavior, and relate the results to certain piecewise deterministic Markov
processes and their diffusion approximations.
c⃝ 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Biological rhythms are ubiquitous in living organisms. The brain controls and helps maintain
the internal clock for many of these rhythms, and fundamental questions are how they arise and
what is their purpose. Many examples of such biological oscillators can be found in the classical
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book by Glass and Mackey (1988) [17]. The motivation for this paper comes from the rhythmic
scratch like network activity in the turtle, induced by a mechanical stimulus, and recorded and
analyzed by Berg and co-workers [3,5,4,27]. Oscillations in a spinal motoneuron are initiated by
the sensory input, and continue by some internal mechanisms for some time after the stimulus
is terminated. While mechanisms of rapid processing are well documented in sensory systems,
rhythm-generating motor circuits in the spinal cord are poorly understood. The activation leads
to an intense synaptic bombardment of both excitatory and inhibitory input, and it is of inter-
est to characterize such network activity, and to build models which can generate self-sustained
oscillations.

The aim of this paper is to present a microscopic model describing a large network of interact-
ing neurons which can generate oscillations. The activity of each neuron is represented by a point
process, namely, the successive times at which the neuron emits an action potential or a so-called
spike. A realization of this point process is called a spike train. It is commonly admitted that
the spiking intensity of a neuron, i.e., the infinitesimal probability of emitting an action potential
during the next time unit, depends on the past history of the neuron and it is affected by the activ-
ity of other neurons in the network. Neurons interact mostly through chemical synapses, where
a spike of a pre-synaptic neuron leads to an increase if the synapse is excitatory, or a decrease if
the synapse is inhibitory, of the membrane potential of the post-synaptic neuron, possibly after
some delay. In neurophysiological terms this is called synaptic integration. When the membrane
potential reaches a certain upper threshold, the neuron fires a spike. Thus, excitatory inputs from
the neurons in the network increase the firing intensity, and inhibitory inputs decrease it. Hawkes
processes provide good models of this synaptic integration phenomenon by the structure of their
intensity processes, see (1.1). We refer to Chevallier et al. (2015) [8], Chornoboy et al. (1988) [9],
Hansen et al. (2015) [20] and to Reynaud-Bouret et al. (2014) [32] for the use of Hawkes pro-
cesses in neuronal modeling. For an overview of point processes used as stochastic models for
interacting neurons both in discrete and in continuous time and related issues, see also Galves
and Löcherbach (2016) [16].

In this paper, we study oscillatory systems of interacting Hawkes processes representing the
time occurrences of action potentials of neurons. The system consists of several large populations
of neurons. Each population might represent a different functional group of neurons, for exam-
ple different hierarchical layers in the visual cortex, such as V1 to V4, or the populations can be
pools of excitatory and inhibitory neurons in a network. Each neuron is characterized by its spike
train, and the whole system is described by multivariate counting processes Z N

k,i (t), t ≥ 0. Here,

Z N
k,i (t) represents the number of spikes of the i th neuron belonging to the kth population, during

the time interval [0, t]. The number of classes n is fixed, and each class k = 1, . . . , n consists of
Nk neurons. The total number of neurons is therefore N = N1 + · · · + Nn .

Under suitable assumptions, the sequence of counting processes (Z N
k,i )1≤k≤n,1≤i≤Nk is char-

acterized by its intensity processes (λN
k,i (t)) defined through the relation

P(Z N
k,i has a jump in ]t, t + dt]|Ft ) = λN

k,i (t)dt,

where Ft = σ(Z N
k,i (s), s ≤ t, 1 ≤ k ≤ n, 1 ≤ i ≤ Nk). We consider a mean-field framework

where λN
k,i (t) is given by

λN
k,i (t) = fk


n

l=1

1
Nl


1≤ j≤Nl


]0,t[

hkl(t − s)d Z N
l, j (s)


. (1.1)
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