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Abstract

We assume that the transition matrix of a Markov chain depends on a parameter ε, and converges as ε →

0. The chain is irreducible for ε > 0 but may have several essential communicating classes when ε = 0.
This leads to metastable behavior, possibly on multiple time scales. For each of the relevant time scales, we
derive two effective chains. The first one describes the (possibly irreversible) metastable dynamics, while
the second one is reversible and describes metastable escape probabilities. Closed probabilistic expressions
are given for the asymptotic transition probabilities of these chains. As a consequence, we obtain efficient
algorithms for computing the committor function and the limiting stationary distribution.
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1. Introduction

Loosely speaking, a metastable Markov chain looks like a stationary Markov chain on short
time scales, exploring only a small subset of its state space; on longer time scales, however, it
performs fast and rare transitions between different such subsets.

In this article, we consider a special class of metastable Markov chains, for which a rather
complete understanding of both the dynamics and the stationary distribution are possible. We as-
sume that the state space S is fixed and finite, that the transition matrices Pε depend continuously
on a parameter ε > 0, and that the chain is irreducible for ε > 0 but has several essential com-
municating classes when ε = 0. We do not assume reversibility. Such a family X (ε) of Markov
chains will be called an irreducible perturbation of the ε = 0 chain, or simply an irreducibly
perturbed Markov chain.

The dynamics of an irreducibly perturbed chain has a multi-scale structure. The general pic-
ture is that for small ε > 0, and on times of order 1, the chain simply explores one of the
essential classes of the chain X (0). The next relevant time scale is determined by the inverse
of the transition probabilities between the different essential classes. More precisely, let us
assume that X (0) has the essential communicating classes E1, . . . , Ek , and pick a representa-
tive x j ∈ E j from each class. The effective transition probability from xi to x j is given by

pi, j (ε) := Pxi (the first hit of (X (ε)
n )n>1 on the set {x1, . . . , xk} occurs in x j ). By a geometric tri-

als argument it will take the Markov chain a time of order 1/pi, j (ε) to travel from xi to x j . By
the continuity of Pε, pi, j (ε) converges to zero as ε → 0 for different i, j , and the pair (i, j)
with the slowest speed of convergence determines the most frequent transitions between differ-
ent essential classes of X (0). Its inverse determines the first metastable time scale. On that time
scale, the motion inside each of the E j is too fast to be resolved, and the essential classes E j
of X (0) act as the states of the new Markov chain. This justifies (a posteriori) the choice of one
representative per essential class.

The aim of our paper is to make the above picture rigorous and quantitatively precise. In par-
ticular, the above consideration is only correct to the extent that the pi, j give the correct orders
of magnitude, but they will in general fail to describe important details (such as the asymptotic
stationary distribution) of the metastable effective chain correctly. In particular, these asymptotic
properties will in general depend on the choice of representative from each E j . The first main re-
sult of the paper is that this defect is cured when modifying the definition of the pi, j by multiply-
ing each pi, j with the ‘local’ asymptotic stationary weight of the starting point xi , see (5.2) and
Definition 1. We then obtain an effective chain X̂ (ε) with state space {x1, . . . , xk} whose relevant
asymptotic properties are independent of the choice of representatives. In particular, it turns out
that its asymptotic escape probabilities, i.e. the quantities Pxi (X̂ (ε) hits x j before returning to xi )

are asymptotically independent of the choice of representative, and asymptotically equivalent to
the transition probabilities q̂ε(Ei , E j ) of a natural, reversible Markov chain running on the state
space composed of the essential classes E1, . . . , En ; see (5.4) and Theorem 5.3. We thus see that
X̂ (ε) describes the behavior of X (ε) on the first metastable time scale.

In order to explore longer metastable time scales, we want to renormalize the effective chain:
for X̂ (ε), all transitions between different states vanish in the limit ε → 0, so we rescale time such
that the fastest transitions of X̂ (ε) happen on a time scale of order one after rescaling. We would
then like to repeat the procedure described above by introducing effective hitting probabilities
for the rescaled chain, but here we face the problem that we do not have any guarantee that the
rescaled transition matrices will still converge as ε → 0. In the second main result of the paper,
Theorem 5.4, we show that a rather weak and natural assumption on the original chain, which
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