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Abstract

The running infimum of a Lévy process relative to its point of issue is known to have the same range
that of the negative of a certain subordinator. Conditioning a Lévy process issued from a strictly positive
value to stay positive may therefore be seen as implicitly conditioning its descending ladder height subor-
dinator to remain in a strip. Motivated by this observation, we consider the general problem of conditioning
a subordinator to remain in a strip. Thereafter we consider more general contexts in which subordinators
embedded in the path decompositions of Markov processes are conditioned to remain in a strip.
c⃝ 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Let D denote the space of càdlàg functions ω : [0,∞) → R ∪ {∆} such that, defining
ζ = inf{t ≥ 0 : ωt = ∆}, we have ω(t) = ∆ for t ≥ ζ . We call ∆ the cemetery state and
think of ω as killed once it enters the cemetery state. The space D is equipped with the Sko-
rokhod topology and for t ≥ 0, we write (Ft : t ≥ 0) for the natural filtration. The process
X = (X t : t ≥ 0) denotes the co-ordinate process on D and we let (X, Px ) denote the law of a
non-constant Lévy process started at x ∈ R.

∗ Corresponding author.
E-mail addresses: a.kyprianou@bath.ac.uk (A.E. Kyprianou), rivero@cimat.mx (V. Rivero), b.sengul@bath.ac.uk
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In, what is by now considered, classical work, it was shown in [4,6] that, under mild assump-
tions, there exists a (super)harmonic function h ≥ 0 such that, for x > 0,

dP↑x
dPx


Ft

:=
h(X t )

h(x)
1
{t<τ−0 }

, t ≥ 0, (1)

characterises the law of a Lévy process conditioned to stay non-negative, where τ−0 = inf{t > 0 :

X t < 0}. To be more precise, the resulting (sub-)Markov process, (X, P↑x ), x > 0, also emerges
through the limiting procedure,

P↑x (A) := lim
q↓0

Px (A, t < eq | τ
−

0 > eq), t ≥ 0, A ∈ Ft ,

where, for q > 0, eq := q−1e such that e is an independent exponentially distributed random
variable with unit mean. This result would normally be proved in the setting of diffusions using
potential analysis. For the case of Lévy processes the analogous theory was not readily available
and so the work of [4,6] is important in that it shows how excursion theory can be used instead.

In this paper, we are interested in exploring conditionings of subordinators, that is, Lévy
processes with non-decreasing paths. Moreover, we are also interested in similarities that occur
when conditioning subordinators that are embedded in the path decomposition of other Markov
processes. In this respect, it is natural to understand how to condition a subordinator to remain
below a given threshold. To see why, let us return to the setting of conditioning a Lévy process
to remain non-negative and explore the effect of the conditioning on the range of the process
X t := infs≤t Xs, t ≥ 0.

It is well understood that there exists a local time at 0 for the process (X t − X t : t ≥ 0),
which is Markovian; see for example Chapter VI of [1]. If we write this local time process by
(L t : t ≥ 0) and set L−1

t = inf{s > 0 : Ls > t}, t ≥ 0, then Ht := X L−1
t

, for L−1
t < ∞ and

Ht := −∞ otherwise, defines a killed stochastic process with cemetery state {−∞}, known as
the descending ladder height process, whose range (−∞, 0] agrees with that of (X t : t ≥ 0). In
particular, for x > 0, the law of H under Px is such that St := x − Ht , t ≥ 0 is a (killed)
subordinator issued from x . (In fact, the renewal function associated to this subordinator is
precisely the function h in (1).) Since, for each t > 0, L−1

t is in fact a stopping time, one may
consider the conditioning associated to (X, P↑x ), x > 0, when viewed through the stopping times
(L−1

t : t ≥ 0), to correspond to conditioning the subordinator (St : t ≥ 0), issued from x , to
remain positive; or equivalently to conditioning −H to remain in the interval [0, x).

With this example of a conditioned subordinator in hand, we extract the problem into its
natural general setting. In the next section, we show how conditioning a general subordinator to
stay in a strip, say [0, a] can be developed rigorously. Additionally we show that this conditioning
can be seen as the combined result of choosing a point in a according to a distribution,
which is built from the potential measure of the subordinator, and then further conditioning
the subordinator to hit that point. Moreover, in the setting of stable subordinators, appealing
additionally to the theory of self-similarity, we can interpret the conditioning as the result of an
Esscher change of measure in the context of the Lamperti transform.

In the spirit of observing the relationship between conditioning a Lévy processes to stay pos-
itive and the conditioning of a key underlying subordinator in its path decomposition, we look at
the case of conditioning a Markov process to avoid the origin beyond a fixed time. A key element
of the associated path decomposition will be role of conditioning inverse local time at the origin
to remain in the interval [0, a), with a > 0 fixed. Finally in Section 3.1 we use the ideas from the
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