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A B S T R A C T

In this paper, a novel transition process identification algorithm based on distributed model projection (DMP) is
proposed for clustering nonlinear transition data and monitoring the variations in the transition process.
Compared to several alternative identification methods, the DMP algorithm considers both the correlations
between variables and correlations between samples. Also, a framework is proposed to combine DMP algorithm
and hierarchical clustering to derive an optimal clustering results through a large amount of individual trials of
the DMP algorithm. Based on the offline classification results, a transition process is divided into several sub-
segments and each of them can be characterized by a stable model. Then the online identification and
monitoring methods are carried out based on the sub-models established in those segments. Finally, the
Tennessee Eastman (TE) benchmark process is utilized to demonstrate the performance of the proposed process
identification and monitoring strategy. Compared to previous works, the proposed algorithm is shown to be
superior both in identification and monitoring.

1. Introduction

Recently, data-based multivariate calibration methods have been
widely used in modern industries for the purpose of process monitoring
and diagnosis [1,2]. Among them, the classical multivariate statistical
process control (MSPC) algorithms have achieved great successes in
the last few decades, such as principal component analysis (PCA),
partial least squares (PLS), principle component regression (PCR),
kernel partial least squares (KPLS) and their advanced variants [3–7].

However, most of these methods are assumed to run in a single and
stable operating condition. In most cases, the real industrial processes
are operated in different conditions due to fluctuations in raw
materials, set-point changes, aging of equipment and seasoning effects.
In order to solve this problem, many methods have been proposed for
the purpose of multimode modeling and process monitoring [1,8–13].
Particularly, Zhu et al. [14] proposed a clustering method for multi-
mode recognition in which an ensemble clustering algorithm is
employed. However, the performance of ensemble clustering depends
on the proper choice of the initial value of the clustering method. Zhang
et al. [12] proposed a subspace separation method where a common
subspace and a specific space are used to describe the multimode
characteristics. Practically, it is difficult to construct such two sub-

spaces explicitly due to the complexity of multimode processes.
It is also noticed that a stable operation status cannot be immedi-

ately switched to another one, indicating that there are transitions
between two adjacent stable modes. These unstable processes should
also be considered for multimode modeling and monitoring. It is
always a challenging and sophisticated issue using traditional methods.
For the purposes of transition identification and monitoring, Zhao et al.
[15,16], Ge et al. [17], Wang et al. [18], Tan et al. [19] and Yao et al.
[20] proposed different algorithms for stable and transient process
identification as well as multimode monitoring in recent years. In the
above methods, transitions should be identified from multimode
process in the offline step so that calibration models can be established
using proper training transient data. In Zhao's method [15], the
duration of a transient process was defined from the center of a stable
mode to the center of its neighboring mode so that the transition
process is able to be described using adequate observations. The
transition process recognition method was set manually instead of
being identified based on the process data. It is quite unreasonable that
stable modes would disappear and the whole process only consists of
several transitions according to such definition. Process information
was taken into account in Wang's method where a complete transition
process recognition and modeling method was proposed. In Wang's
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methods [18], a transient process was separated into several sub-
segments by the k-means method and each of them was characterized
using linear models. Unfortunately, the Euclidean distance between
different samples cannot fully reveal the variations and trends of
complicated chemical process [21,22]. In the past few decades, the
MSPC methods have proved itself in chemical process modeling.
Hence, Yao et al. [20] used a series of different PCA models to describe
the behavior of a chemical process. A single PCA model was created for
each sub-segment and the PCA similarity index was adopted to analyze
the difference between each sub-segments. It indicates that the
unstable nonlinear transition process is divided into several approxi-
mately stable linear processes where the classical MSPC methods can
be employed. However, the assumption that variable relationships in
each sub-model are linear correlated is still invalid in practice.

In order to solve the above problems, we propose a novel algorithm
called distributed model projection (DMP) in this paper. In the DMP
algorithm, the transition process is recognized by an iterative method.
Since the beginning part of a transition is very different from the
ending part, it is still assumed that a transition can be divided into
several sub-models, in which it can be treated as a stable process. The
amount of clusters can be properly determined by the subtractive
clustering algorithm (SCM). Each of these clusters is supposed to be a
stable mode or a transition. Also, nonlinear relationship between
process data and quality data is an important issue in chemical
processes. For this purpose, the DMP algorithm is proposed by using
the KPLS model to describe the behavior of a process. The algorithm
starts with several initial models which are established by the randomly
initialized data in each cluster. In order to capture the characteristics of
a process accurately and avoid the noises caused by the single
observation, the classical moving window strategy is adopted to create
several overlapping windows across the whole process. According to
the theory of principle-components-similarity [23], two data blocks
with similar principle components subspaces may have similar statis-
tical characteristics to each other. In other words, two data blocks with
small prediction errors are considered to be similar to each other when
these two blocks are projected to the same model. Hence, each moving
window in a multimode process is projected to the initial models to
calculate corresponding prediction errors. A window having the
smallest error with respect to a model is assigned to the corresponding
cluster. In such way, a transition process is initially recognized and
divided into several segments (sub-models).

On the basis of the current models, the windows in each cluster are
statistically similar to each other. However, it is noticed that the initial
models are established based on the randomly initialized data. Hence,
these models should then be updated using all available samples within
each cluster. After the new models are derived, all the windows are
projected to these models to determine the new assignment of each
window. And the iteration will continue until no further variation is
found in the clustering results. In each single cluster, statistically
similar windows are grouped together and dissimilar windows are
assigned to different clusters. The clustering results of the DMP
algorithm indicate the similarity between different moving windows.

Besides, the DMP algorithm is considered as a nonhierarchical
clustering method which may converge to a local optimal solution
[21,22]. It means that the clustering result in one trial by using DMP
algorithm may be different from the result in another one. Compared to
nonhierarchical clustering methods, global optimal solutions can be
derived using hierarchical clustering methods. In order to obtain global
optimal clustering results, a hierarchical clustering method is adopted
by combining the clustering results of a large amount of DMP trials.
The similarity information derived by the DMP algorithm can be the
input of any common hierarchical method.

After the transition process is recognized, the corresponding fault
detection methods can be derived. For most multimode process
monitoring methods, it only involves the process data where the
abnormal situations of process can be monitored while the variations

of the final product quality cannot be detected. When the quality data
can be measured, the relationships between the process variables and
the quality variables should also be included to enhance the ability of
process and quality monitoring. In chemometric region, some super-
vised methods have been proposed for single and multimode process
modeling [11,24]. However, little attention has been paid on the
quality-related transition process monitoring. Hence, a quality-related
transition fault detection method is also studied in this paper.

The rest of the paper is organized as follows: a brief description of
transition process is given in Section 2. In Section 3, offline transition
recognition by using the DMP algorithm and hierarchical clustering
explanation are introduced explicitly. Then an online identification and
quality-related process monitoring method is introduced in Section 4.
A TE benchmark process is demonstrated in Section 5 to evaluate the
performance of the proposed method. Finally, some conclusions are
made.

2. Transition process description and analysis

Differing from stable modes, a transition process is a trend from
one stable mode to another. Hence, the statistical characteristics of a
transition cannot be well depicted using the traditional MSPC method
because of intricate relationships between variables. At the beginning
of each transition, the statistical characteristic is similar to the previous
stable mode. At the end, it is accordingly similar to the following stable
mode. Therefore, it is difficult to handle transition modeling and
monitoring issues using classical stable mode methods. Furthermore,
considering the existence of control loops in an industrial process,
‘irregularity’ sometimes occurs in a transition [15,16,25]. It means that
the present sample may contain similar characteristics with previous
samples several sampling intervals before.

Considering the statistical characteristics of transitions, several
recognition and modeling steps are used in this paper. Firstly, the
observations are divided into several clusters utilizing the DMP
algorithm, where a stable process can be demonstrated using a single
cluster while the transition process contains several smaller sub-
models, so that the traditional MSPC methods can be employed in
each cluster. After that, the corresponding process monitoring scheme
can be established in each stable and transient mode. A new sample
needs to be classified into a certain cluster once it is measured. Then
the sample can be monitored using the corresponding fault detection
algorithm. In the next two sections, the offline recognition and online
identification algorithm will be introduced in detail.

3. Offline multimode identification and transition
recognition

A multimode process usually consists of several stable processes
and transitions. Commonly, different stable processes and transitions
should be identified before online monitoring. The conventional
clustering methods were mainly carried out based on the Euclidean
distance. Hence, the relationships between different samples were
emphasized and two samples with small Euclidean distance between
them were considered to belong to one cluster [18,22]. It might work
under the assumption that the relationships between different variables
are simple. Considering the complexity in the process control, such
assumption is often invalid in continuous chemical process. Usually,
chemical processes contain variations, especially peaks and valleys, and
it is therefore difficult to illustrate the behavior of a process merely by
traditional Euclidean-distance-based clustering methods. For the pur-
pose of process control and fault detection, a growing number of
successes have achieved by the MSPC methods, such as PCA and PLS.
It is more appropriate to introduce MSPC methods into process
analysis and multimode identification. Inspired by the principle-
components-similarity analysis [23], two data blocks are considered
to be similar to each other when both residuals are very small with
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