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a b s t r a c t 

In this paper, we focus on the problem of automatically generating amplified scientific pa- 

per’s abstract which represents the most influential aspects of scientific paper. The influ- 

ential aspects can be illustrated by the target scientific paper’s abstract and citation sen- 

tences discussing the target paper, which are provided in papers citing the target paper. In 

this paper, we extract representative sentences through data-weighted reconstruction ap- 

proach(DWR) by jointly leveraging target scientific paper’s abstract and citation sentences’ 

content and structure. In our study, we make two-folded contributions. 

Firstly, sentence’s weight was learned by exploiting regularization for ranking on heteroge- 

neous bibliographic network. Specially, Sentences-similar-Sentences relationship was identi- 

fied by language modeling-based approach and added to the bibliographic network. Sec- 

ondly, a data-weighted reconstruction objective function is optimized to select the most 

representative sentences which reconstructs the original sentence set with minimum er- 

ror. In this process, sentences’ weight plays a critical role. Experimental evaluation over 

real dataset confirms the effectiveness of our approach. 

© 2015 Elsevier Ltd. All rights reserved. 

1. Introduction 

With the rapidly expanding scientific literature, identifying and digesting valuable knowledge is a challenging task. The 

explosive growth of the publications makes it rather difficult to quickly understand large amounts of scientific papers. Given 

a query, there are too many scientific papers for researcher to understand. The best approach to this problem is to select 

the most influential and representative papers which meanwhile are close to the researcher’s research interests. 

Although most researchers grasp a scientific paper’s general outline through its abstract, the aspects described by abstract 

are frequently biased and incomplete. The abstract reflects the author’s viewpoint about its key characteristic, which is 

subjective. Intuitively, the influential aspects or contributions of papers should be identified and evaluated by researchers in 

the same field, especially the authors who cited the target paper. 

Based on the above analysis, in this paper, our goal is to generate amplified scientific paper’s abstract , which can illustrate 

the most influential aspects of paper. In this paper, we achieve this goal through data-weighted reconstruction approach 

which consists of weight learning and salient sentence selection. Citation sentences’ semantic information and social struc- 

ture are taken into consideration in the process of sentences’ weight learning. 
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Table 1 

Notations used in this paper. 

Symbol Description 

P t Target scientific paper 

{ P c } Scientific paper set citing P t 
T = { t 1 , t 2 , . . . , t K } Sentence set from P t ’s abstract 

C = { c 1 , c 2 , . . . , c L } Citation sentences from { P c } 

X = T ∪ C The whole sentences sets 

K = | T | The number of sentences in R 

L = | C| The number of sentences in C 

N = K + L The number of sentences in X 

w Sentence words 

G = { G i } Semantic group relations 

V Vertices of hypergraph 

E Hyperedges of hypergraph 

H Hypergraph’s incidence matrix 

D e Diagonal matrix of hyperedge’s degree 

D v Diagonal matrix of vertex’s degree 

y = [ y 1 , . . . , y | V | ] T The initial score of all vertices 

f ∗ = [ f 1 , . . . , f | V | ] T The final ranking score of all vertices 

U Diagonal matrix of all sentences’s weight 

S = { s 1 , s 2 , . . . , s m } The summarization 

In our study, the sentences of amplified scientific paper’s abstract is extracted from the target scientific paper’s abstract 

and citation sentences provided in papers which cite the target paper. So document summarization technique is a natural 

choice to work out this problem. 

Inspired by document summarization based on data reconstruction (DSDR) ( He et al., 2012 ), which selects a subset of 

sentences to best reconstruct the original document, we optimize a data-weighted reconstruction objective function for 

salient sentence selection. DSDR tends to select sentences that span the intrinsic subspace of candidate sentence space 

so that it is able to cover the core information of the document. The drawback of DSDR is that it treats all sentences 

equally important, which violates realistic cases obviously. Some sentences appear as the decorated or transitionary role in 

document, especially in scientific literature, the citation sentences are inherently informal, noisy and not well structured. 

Many citation sentences may contain information irrelevant to the target scientific paper. For these noisy sentences, we 

should not reconstruct them or reconstruct them at a little cost. 

Especially to generate amplified scientific paper’s abstract , each citation sentence’s authority is another consideration other 

than the summarization’s coverage. In other words, citation sentences from influential papers are probably more important 

than others. Intuitively, the reconstruction of important sentences should be assigned to high priority. 

Based on the above analysis, we make such assumption: 

• Different sentences should be reconstructed with different priority. 

So this paper proposes a data-weighted reconstruction approach(DWR) to generate amplified scientific paper’s abstract , 

which is designed to take the assumption into consideration. DWR first learns sentence’s weight and then selects salient 

sentences from data-weighted reconstruction perspective. 

For data-weighted reconstruction objective function, sentences’ weight need to be first learned. In our study, sentences’ 

weight are learned based two factors: sentence’s semantic information and scientific paper’s social structure ( Table 1 ) . 

Those two factors are embodied in the heterogeneous bibliographic network. In the field of scientific literature, there are 

various kinds of social media information, including different types of objects and relations among these objects. For ex- 

ample, a typical bibliographic information network contains objects in four types of entities: paper (P), venue (i.e., conference 

or journal)(V), author (A), and sentence (S). For each paper, it has links to a set of authors, a venue, and a set of sentences, 

belonging to a set of link types. Intuitively these abundant heterogeneous information should be leveraged to measure sen- 

tence’s importance. In the process of evaluating sentence’s importance, we suppose close ranking scores should be assigned 

to similar sentences. Specifically, hypergraph is utilized to model the various objects and relations, and then regulariza- 

tion cost function is introduced to evaluate sentence’s importance considering the social media information and sentence’s 

semantic similarity. 

After sentence’s weight learning process, the data-weighted reconstruction objective function can be solved to select 

salient sentences. 

The contributions of this paper are summarized as follows: Firstly, we exploit semi-supervised PLSA and regularization 

for ranking on heterogeneous bibliographic network to compute sentence’s weight. Secondly, a data-weighted reconstruction 

objective function is proposed to generate amplified scientific paper’s abstract . 
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