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Abstract

Traditional content based image retrieval attempts to retrieve images using syntactic features for a query image.
Annotated image banks and Google allow the use of text to retrieve images. In this paper, we studied the task of using
the content of an image to retrieve information in general. We describe the significance of object identification in an infor-
mation retrieval paradigm that uses image set as intermediate means in indexing and matching. We also describe a unique
Singapore Tourist Object Identification Collection with associated queries and relevance judgments for evaluating the new
task and the need for efficient image matching using simple image features. We present comprehensive experimental eval-
uation on the effects of feature dimensions, context, spatial weightings, coverage of image indexes, and query devices on
task performance. Lastly we describe the current system developed to support mobile image-based tourist information
retrieval.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The primary difference between text and non-text IR is that text IR attempts to retrieve relevant documents
based on ‘‘semantic’’ content whereas traditional non-text IR (e.g., content based image retrieval (CBIR))
attempts to retrieve images based on ‘‘syntactic’’ (i.e., low-level) features. If we considered, for the sake of
illustration, that an image is analogous to a printed page of a document, on such an analogy, traditional CBIR
which is feature based, would roughly be similar to retrieving text documents based on their font size, their
layout, the colour of the ink, etc. (i.e., physical characteristics of the document) rather than on their meaning-
ful content.
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In general, image retrieval systems are only of the following types: using image to retrieve images, using
non-image (usually text) to retrieve images, or using image to retrieve non-images (information in general).
Traditional CBIR is of the first variety, annotated image banks and Google are of the second, and there
are only a few efforts in the third. In this paper we explore the possibility of non-image retrieval based on
the content of images. Such an approach roughly requires an object identification phase to generate1 the
semantic content followed by whatever suitable actions based on those semantics.

There are many applications for successful object identification systems. We are particularly interested in
two of them. The first is for homeland security or image monitoring in general. In our discussions with intel-
ligence agencies, they tell us that they need a way to filter images in the same way that text is filtered. Tradi-
tional CBIR does not work for their scenario which needs to work at the semantic object level and not at the
syntactic feature level. Another strong reason is that it is easy to give a codeword to replace a name or definite
description. So terrorists may use FOO in email and chat to refer to, say, the Subic Bay Naval Base thus
defeating keyword spotting algorithms, but if they were to exchange an image, it would be very difficult to
code it. Note that they cannot just encrypt their conversations or images since encrypted data is a red flag
in monitoring scenarios.

The second application follows an important trend in mobility; this is the increasing prevalence of cameras
on mobile phones. During an industry panel at the Consumer Electronics Show in January 20052 it was esti-
mated that 700 million mobile handsets will be sold in 2005 and 2/3 of them will have cameras. A significant
number of pictures taken on such cameras are likely to be ‘‘throw-away’’ images, i.e., pictures taken to serve a
function and which has no value once that function is served. Scenarios mooted include taking a picture of a
dress to get an opinion from a friend, or as an illustration to a message. But the scenario which we are inter-
ested in, is taking a picture to find out more information. So a tourist takes a picture of an unknown land-
mark, sends it to a server, and gets back useful information. Or a health-conscious consumer takes a
picture of his dinner, sends it to a server and gets back nutritional information.

In Section 2, we emphasize the significance of a few aspects in our work including the task, the indexing and
retrieval paradigm, a unique image dataset, and the requirement for fast query processing. Then we describe
important applications related to the object identification task followed by related approaches. Section 4 is
devoted to the description of the current prototype on mobile image-based tourist directory. Our experimental
evaluation on our unique STOIC dataset is given in Section 5.

2. Significance

There are four key aspects in our work. First, we look at object identification as an important genre of
image search. Second, images are used as intermediate means to retrieve information about an object or loca-
tion. Third, we introduce a new type of image dataset with associated queries and relevance judgments. Con-
ventional image datasets are not designed or evaluated at the semantic level. Last but not least, we show that
simple image feature matching is sufficient for good object identification if we provide a sufficient image set for
object description. Such efficient techniques are necessary for very large scale critical applications such as
homeland security monitoring or the limited processing capacity of the ubiquitous camera phones.

2.1. Object identification

The object identification task may be described as follows: given an image, determine the referent3 for the
most salient object in the image. For example, all three images in Fig. 1 are of the same object, albeit from
different perspectives, scales, and colour. The referent is the Merlion statue in One Fullerton in Singapore.
The most salient object in the image may be the image in its entirety, e.g., the skyline image in Fig. 2 but which
also includes the Merlion in it.

1 We use the term generate rather than extract since the semantics we want is often not intrinsic to the image.
2 See ‘‘DH: Digital Cameras Get Competition’’, 5th January 2005, http://www.cesweb.org.
3 Different words or phrases may be used to described objects or experiences. The referent is that which is designated by those words. So,

‘‘George Washington’’ and ‘‘the first president of the United States’’ both have the same referent.
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