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Abstract

In this paper, we propose a new learning method for extracting bilingual word pairs from parallel corpora in various
languages. In cross-language information retrieval, the system must deal with various languages. Therefore, automatic
extraction of bilingual word pairs from parallel corpora with various languages is important. However, previous works
based on statistical methods are insufficient because of the sparse data problem. Our learning method automatically
acquires rules, which are effective to solve the sparse data problem, only from parallel corpora without any prior prepa-
ration of a bilingual resource (e.g., a bilingual dictionary, a machine translation system). We call this learning method
Inductive Chain Learning (ICL). Moreover, the system using ICL can extract bilingual word pairs even from bilingual
sentence pairs for which the grammatical structures of the source language differ from the grammatical structures of
the target language because the acquired rules have the information to cope with the different word orders of source lan-
guage and target language in local parts of bilingual sentence pairs. Evaluation experiments demonstrated that the recalls
of systems based on several statistical approaches were improved through the use of ICL.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

1.1. Sparse data problem in parallel corpora

In the field of Cross-Language Information Retrieval (CLIR) (Chen & Gey, 2004; Fujii & Ishikawa, 2001;
Kishida et al., 2004; Xu & Weischedel, 2003), bilingual word pairs—the pairs of Source Language (SL) words
and Target Language (TL) words—are essential. However, manual extraction by humans of bilingual word
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pairs in various languages is costly. For that reason, automatic extraction of bilingual word pairs from parallel
corpora in various languages is important to make the method feasible. Statistical approaches are effective to
extract bilingual word pairs from parallel corpora with various languages (Kay & Röscheisen, 1993; Manning
& Schütze, 1999; Melamed, 2001; Sadat, Yoshikawa, & Uemura, 2003; Smadja, McKeown, & Hatzivassilog-
lou, 1996; Veronis, 2000) because they are language independent. However, they are insufficient because of
sparse data problem. For example, the system uses cosine (Manning & Schütze, 1999) to extract bilingual
word pairs from a parallel corpus. The cosine is the representative similarity measure in the statistical
approaches. The cosine is defined as

cosineðW S;W TÞ ¼
a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðaþ bÞðaþ cÞ

p ð1Þ

Table 1 shows the parameters used in function (1): WS is an SL word and WT is a TL word in a parallel
corpus. The number of pieces in which both WS and WT were found in each bilingual sentence pair is repre-
sented as ‘a’; ‘b’ is the number of pieces in which only WS was found in each bilingual sentence pair; and ‘c’ is
the number of pieces in which only WT was found in each bilingual sentence pair. In addition, ‘n’ represents
the total number of words in a parallel corpus; ‘d’ denotes the values of ‘n � (a + b + c)’.

Fig. 1 shows an example of the sparse data problem by the system based on cosine.
In Fig. 1, the system based on cosine cannot extract only bilingual word pair (parcel;kozutsumi1) because

the similarity value between ‘‘parcel’’ and ‘‘kozutsumi’’ becomes 0.71, and the similarity value between ‘‘par-
cel’’ and ‘‘teburu’’ also becomes 0.71 by the cosine function (1). This problem becomes very serious when the

Table 1
A contingency matrix

WT :W T

WS a b

:W S c d

n

Fig. 1. An example of sparse data problem by the system based on cosine.

1 Italics indicate Japanese pronunciation. Space (i.e. ‘ ’) in Japanese sentences are inserted after each morpheme because Japanese is an
agglutinative language. This process is automatically performed using the Japanese morphological analysis system ‘‘ChaSen’’ (Matsumoto
et al., 2000). Grammatical structure of Japanese is SOV.
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