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a b s t r a c t

A main challenge in Cross-Language Information Retrieval (CLIR) is to estimate a proper trans-

lation model from available translation resources, since translation quality directly affects the

retrieval performance. Among different translation resources, we focus on obtaining transla-

tion models from comparable corpora, because they provide appropriate translations for both

languages and domains with limited linguistic resources. In this paper, we employ a two-step

approach to build an effective translation model from comparable corpora, without requiring

any additional linguistic resources, for the CLIR task. In the first step, translations are extracted

by deriving correlations between source–target word pairs. These correlations are used to es-

timate word translation probabilities in the second step. We propose a language modeling

approach for the first step, where modeling based on probability distribution provides two

key advantages. First, our approach can be tuned easier in comparison with heuristically ad-

justed previous work. Second, it provides a principled basis for integrating additional lexical

and translational relations to improve the accuracy of translations from comparable corpora.

As an indication, we integrate monolingual relations of word co-occurrences into the process

of translation extraction, which helps to extract more reliable translations for low-frequency

words in a comparable corpus. Experimental results on an English–Persian comparable cor-

pus show that our method outperforms the previous approaches in terms of both translation

quality and the performance of CLIR. Indeed, the proposed method is naturally applicable to

any comparable corpus, regardless of its languages. In addition, we demonstrate the signifi-

cant impact of word translation probabilities, estimated in the second step of our approach,

on the performance of CLIR.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Cross-Language Information Retrieval (CLIR) refers to the retrieval process where documents and queries are in different lan-

guages. Some sort of processing is thus needed to match query and document representations. The most general and promising
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approach for the CLIR task is to use translation resources. Bilingual corpora are widely used in CLIR to obtain statistical transla-

tion knowledge which addresses some translation issues such as out of vocabulary, neologism, and ambiguous words. Bilingual

corpora are of two types: parallel and comparable. Aligned documents in a parallel corpus are literal translations of each other,

while the ones in a comparable corpus cover the same or similar topics. Parallel corpora are generally better translation resources

than comparable corpora because of more precise alignments. However, they are not widely available due to the higher cost of

creation.

Comparable corpora are important translation resources for both languages and domains with limited linguistic resources.

For language pairs with limited translation resources, on one hand, comparable corpora can be built at lower costs from more

abundant sources of monolingual texts, such as articles from news agencies, compared to parallel corpora. Comparable corpora

for such language pairs help to obtain initial translation knowledge which, in turn, facilitates building more exact and complete

translation resources. For a domain with limited translation resources, on the other hand, an in-domain comparable corpus may

provide more accurate translations compared to a general parallel corpus (Talvensaari et al., 2008). This is because, the domain

of the constituting documents of bilingual corpora impacts the sense of extracted translations for words. Lower cost of build-

ing comparable corpora facilitates building several domain-specific corpora. Therefore, comparable corpora are also valuable

resources for resource poor domains.

For the purpose of this paper, we focus on extracting translation knowledge from comparable corpora without employing

additional linguistic resources. In this paper, we derive high-quality translation models from comparable corpora for CLIR through

the following contributions:

1. We propose a language modeling approach to extract correlations between each pair of bilingual words from comparable

corpora. The intuition behind the proposed method is that words that are translations of each other have similar contributions

in generating language models of aligned documents. Our method improves the accuracy of extracted translations and their

related words over the previous approaches. Indeed, the proposed approach can be optimized straightforwardly.

2. We show that integrating monolingual relations of word co-occurrences into word models helps to improve the accuracy

of translations by providing more exact estimates of word statistics. In addition, our method provides a principled basis for

integrating other sources of lexical and translational relations in order to improve the accuracy of extracted translations from

comparable corpora.

3. We compare different estimations of translation probabilities from word correlations and show the significant impact of this

estimation on the performance of CLIR. This reveals a new quality criterion for translation models to be suitable for Cross-

Language Information Retrieval.

We evaluated our proposed approach on an English–Persian comparable corpus. Assessment of extracted translations using

a machine-readable bilingual dictionary demonstrates that our approach obtains meaningful correlations between words. We

further adopted the obtained translation models for English–Persian CLIR. Using translations extracted from only the comparable

corpus, we achieve performance of CLIR between 36% and 58% of that of monolingual IR over three standard CLEF datasets.

A preliminary version of our work was presented in Rahimi and Shakery (2013). In the current paper, in addition to a de-

tailed description of the proposed method, we extend our previous work through (1) defining a similarity function to derive

bidirectional correlations between source and target word pairs, (2) proposing an approach to better estimate the models of

low-frequency words in a comparable corpus, (3) providing a detailed analysis of the effectiveness of our method to demon-

strate words for which the proposed method can produce reliable translations, and (4) comparing different functions to estimate

word translation probabilities based on word correlations and show how much it impacts the performance of CLIR by empirical

evaluation.

The remainder of this paper is organized as follows. In Section 2, we review previous work. Section 3 gives a description of the

translation extraction problem. Then, we present our proposed language modeling method for translation extraction in Section 4.

Following, experimental design and the results are reported in Sections 5 and 6, respectively. Finally, the paper is concluded in

Section 7.

2. Related work

The goal of CLIR is to score documents with respect to a query in another language than that of the documents. Due to the

different languages of queries and documents, some sort of processing is needed to match document terms with query terms.

Cross-lingual retrieval between similar languages (such as Italian–French and Chinese–Japanese (Savoy, 2005)) can be performed

without any translation (Buckley et al., 2000; He et al., 2003; Mcnamee & Mayfield, 2004). However, the most general approach

for this task is to use translation resources.

Among translation resources, we focus on comparable corpora and discuss the existing methods for obtaining translation

knowledge from these corpora. A majority of approaches in this domain extract translations based on the assumption that there

is a correlation between collocates of a word and those of its translation (Fung, 1998; Rapp, 1999). Based on this assumption, a

context vector is built for each word representing all its collocates in a window-based context. Source-language word vector is

transferred into a target-language vector, relying on an existing dictionary. Target words are then ranked based on the similarity

of their vectors to the vector of the source word. Chiao and Zweigenbaum (2002) adapt this strategy for extracting translations

from a comparable corpus on a specific medical domain. Sadat et al. (2003) build a translation model by merging translation
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