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This work describes the Plasma Simulation Code (psc), an explicit, electromagnetic particle-
in-cell code with support for different order particle shape functions. We review the basic 
components of the particle-in-cell method as well as the computational architecture of 
the psc code that allows support for modular algorithms and data structure in the code. 
We then describe and analyze in detail a distinguishing feature of psc: patch-based load 
balancing using space-filling curves which is shown to lead to major efficiency gains over 
unbalanced methods and a previously used simpler balancing method.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Rapidly advancing computer technology has enabled large first-principles plasma simulations in recent years. The kinetic 
description of plasmas, while computationally much more expensive, overcomes many limitations of fluid descriptions like 
magnetohydrodynamics (MHD) or extended MHD models. Fluid models describe plasma behavior at large scales very well, 
but approximations need to be made at small scales, which occur in magnetic reconnection and turbulence. For example, 
the one-fluid approximation breaks down at the ion skin depth scale di , electrons and ions decouple, and the magnetic field 
remains frozen to the electron flow. Reconnection requires breaking the frozen-in condition that occurs at electron scales, 
which can be represented in a fluid model in a generalized Ohm’s Law that includes electron inertia and electron pressure 
tensor effects. Finding appropriate closures is still an area of active research, see e.g. [1]. The kinetic description of a plasma 
evolves the full 6-dimensional distribution function in time, either directly solving the Vlasov–Maxwell–Boltzmann equations 
(see e.g. [2]), or using the particle-in-cell method that this work focuses on. The particle-in-cell method is typically much 
less computationally intensive as it approximates the velocity part of the distribution function by quasi-particles which are 
evolved in 3-d configuration space, but also introduces complications like discrete particle noise, mapping between two 
spatial domains (a discrete mesh and continuous particle positions) and potential numerical instabilities. Kinetic models 
also allow investigation of problems entirely beyond the scope of fluid models, e.g. particle acceleration [3]. Particle-in-cell 
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codes, while often run with modified physical parameters (e.g. reduced ion/electron mass ratio and speed of light), are 
now capable of simulating multi-scale problems spanning from electron through ion to global scales reaching 100’s of di
in two and even three dimensions. While efforts are underway to overcome some of the algorithmic limitations of explicit 
particle-in-cell methods (see, e.g., [4,5]), these methods scale efficiently to the largest supercomputers available today and 
are commonly used to address challenging science problems.

The Plasma Simulation Code (psc) is an explicit, electromagnetic particle-in-cell code implementing similar methods as, 
e.g., vpic [6], osiris [7] and vorpal [8]. psc is based on H. Ruhl’s original version [9], but has been rewritten as modular 
code that supports flexible algorithms and data structures. Beyond its origin in the field of laser-plasma interaction, psc has 
been used in studies of laser-produced plasma bubbles [10–13], particle acceleration [14], and closure aspects in magnetic 
reconnection [15].

In this paper, we will review the main underlying particle-in-cell methods and the computational infrastructure of the
psc code. We will then introduce and analyze a distinguishing feature implemented in psc: Patch-based dynamic load bal-
ancing addresses both performance and memory issues in simulations where many particles move between local domains.

2. Particle-in-cell method

2.1. Kinetic description of plasmas

The particle-in-cell method [16,17,5] solves equations of motion for particles and Maxwell’s equations to find forces 
between those particles, which is very similar to the first-principle description of a plasma as a system of charged particles. 
It is, however, better understood as a numerical method to solve the Vlasov–Maxwell system of equations that describes 
the time evolution of the particle distribution function f s(x, p, t) where s indicates the species:

∂ f s

∂t
+ v · ∂ f s

∂x
+ qs(E + v × B) · ∂ f s

∂p
= 0 (1)

The electromagnetic fields E and B are self-consistently evolved using Maxwell’s equations:

∇ · E = ρ

ε0
(2)

∇ · B = 0 (3)

∂E

∂t
= c2∇ × B − j

ε0
(4)

∂B

∂t
= −∇ × E (5)

where charge density ρ and current density j are obtained from the particle distribution functions:

ρ =
∑

s

qs

∫
f s(x,p, t)d3 p (6)

j =
∑

s

qs

∫
v f s(x,p, t)d3 p (7)

If the divergence equations (2), (3) in Maxwell’s equations are satisfied at some initial time, it is easy to show from Ampére’s 
Law (4) and Faraday’s Law (5) that they will remain satisfied at all times provided that the charge continuity equation also 
holds:

∂tρ + ∇ · j = 0. (8)

This is important in the numerical implementation, where only Eqns. (4) and (5) are used to advance the electromag-
netic fields in time. Even if Eqns. (2), (3) are discretely satisfied initially, large unphysical violations of Eqns. (2), (3) can 
accumulate, which is prevented here by using a compatible exact discrete implementation of Eqn. (8).

2.1.1. Particle-in-cell method
The particle-in-cell method approximates the distribution function f s by representing it using quasi-particles with finite 

extent in configuration space:

f s(x,p, t) =
Ns∑

i=1

Ns
i φ(x − xs

i (t)) δ3(p − ps
i (t)) (9)

Using the δ-function in velocity space ensures that the spatial extent of each quasi-particle remains constant in time.
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