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interactions. Each Monte Carlo step is composed by two or more sub-steps efficiently
coupling coarse and finer state spaces. The method can be designed to sample the exact
or controlled-error approximations of the target distribution, providing information on
levels of different resolutions, as well as at the microscopic level. In both strategies the
method achieves significant reduction of the computational cost compared to conventional
Coarse graining Markov chain Monte Carlo methods. Applications in phase transition and pattern forma-
Lattice systems tion problems confirm the efficiency of the proposed methods.

Phase transitions © 2011 Elsevier Inc. All rights reserved.
Pattern formation
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1. Introduction

Our primary goal in this work is to develop a systematic mathematical and computational strategy for accelerating micro-
scopic simulation methods with competing short and long range interactions, arising in numerous physical systems for
instance in micromagnetics, models of epitaxial growth, etc. We propose the Multilevel Coarse Graining Monte Carlo
(ML-CGMC) method, based on a hybrid statistical mechanics and statistics approach. The method introduces a hierarchy
of Markov chain Monte Carlo methods coupling scales and types of interactions that can sample the exact or controlled error
approximations of Gibbs measures py ,(do) = Zy'eMn@)py(do) defined on a high dimensional configuration space
Xy ={0,1}", with Ay a d-dimensional lattice with N > 1 sites, that can be easily generalized to any probability measure
with similar properties. It is a method of constructing efficient proposal measures in Metropolis sampling using coarse-grain-
ing techniques, aiming at reducing the rejection rate and the computational complexity. The key idea is a decomposition of
the sampling distribution to a product measure

iy 5(do) = gy (dn)ve(daln), (1)

with # := To avariable with less degrees of freedom compared to ¢, defined by a projectionmapT : 2y — Xy, M < N. ﬁ}ﬁ}/g(dn) is
ameasure with a simple explicit representation approximating the marginal fiv 4(dn) = ty ;0 T '(dn) and v,(do|n)is a uniquely
defined (prior) measure, responsible for reconstructing variables ¢ given 1 [ 18]. Such a two-level measure decomposition can be

* Corresponding author. Tel.: +1 302 831 0588; fax: +1 302 831 4511.
E-mail addresses: ekalligi@math.udel.edu (E. Kalligiannaki), markos@math.umass.edu (M.A. Katsoulakis), plechac@math.udel.edu (P. Plechac),
vlachos@che.udel.edu (D.G. Vlachos).

0021-9991/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcp.2011.12.011


http://dx.doi.org/10.1016/j.jcp.2011.12.011
mailto:ekalligi@math.udel.edu
mailto:markos@math.umass.edu
mailto:plechac@math.udel.edu
mailto:vlachos@che.udel.edu
http://dx.doi.org/10.1016/j.jcp.2011.12.011
http://www.sciencedirect.com/science/journal/00219991
http://www.elsevier.com/locate/jcp

2600 E. Kalligiannaki et al. /Journal of Computational Physics 231 (2012) 2599-2620

trivially extended to a multi-level setting where (1) can include different resolution levels interpolating between a coarser level
and the microscopic one g.
We describe a Monte Carlo step of a two-level CGMC method:

1. Sample » from ,af\g_)/,(dn), using Coarse Grained (CGMC) samplers [17,16]. Appropriate coarse-grained measures have been
evaluated in earlier work via cluster expansions that can be easily constructed with available analytical error estimates,
ensuring that such approximations are controllable, [19].

2. Conditioned on such #, obtained in Step 1, we sample v(do|n) using an accept/reject method.

A schematic description of this procedure is seen in Fig. 1. Better proposals constructed in Step 1 will lead to fewer rejec-
tions in Step 2, furthermore, there is no need to consider all possible microscopic proposals since at the coarse step we do a
first screening.

In comparison to two-level rejection-free CGMC previously discussed in [4], the approach here provides a rigorous math-
ematical framework and employs a rejection-based type algorithm that is computationally easier to implement and, in con-
trast to the general belief, more efficient than rejection-free methods under certain conditions (e.g. long range interactions
and stiff problems), [33]. Instead of further approximating the sampling measure, as is done with cluster expansion keeping
the typically computationally expensive multi-body higher order terms [19,2], we use the hybrid statistical and statistics
approach that construct v{do|n). Even when CGMC provides less accurate approximations, the ML-CGMC approach can re-
fine the results by the accept/reject step in the finer space.

A necessary ingredient for applicability of the method is a decomposition of the form (1), which includes a possibly less
accurate coarse-grained measure and the correcting accept/reject Step 2 above. This formulation can make the proposed
method extentable to off-lattice systems where various coarse-graining schemes are already available [25,12], although
without controlled-error approximations. In such off-lattice systems we typically have two main features: a presence of
short and long interactions, as well as comparable energy and entropy, hence fluctuations are expected to be important
in the modelling and simulation.

Systems with smooth long or intermediate range interactions are well approximated by coarse-graining techniques
[16,18,23], and CGMC are reliable simulation methods with controlled error approximations, both for observables and loss
of information [20,19]. Furthermore, models where only short-range interactions appear are inexpensive to simulate with
conventional methods. However, when both short and long-range interactions are present, the conventional methods be-
come prohibitively expensive, and coarse-graining error estimates are not applicable. The proposed method can handle such
systems efficiently by either (a) compressing only the long range interactions for Step 1 and sample with CGMC with low
computational cost, including the short range part at the accept/reject Step 2 (potential splitting), or (b) compress all types
of interactions for Step 1, and correct appropriately in Step 2 (corrections).

A wide literature exists on sophisticated Markov chain Monte Carlo (MCMC) methods designed to accelerate simulations
for large systems, applying for example parallel techniques and/or constructing good first approximations (proposals) in
Metropolis sampling [9,31]. In [10] Efendiev et al., the preconditioning MCMC is proposed, a two stage Metropolis method,
applied to inverse problems of subsurface characterization. Our algorithm shares the same idea of constructing a proposal
density based on meso or macroscopic properties of the model studied and taking advantage of the first stage rejections.
Several methods where the trial density is built up sequentially with stage-wise rejection decision appear [3,27]. There
are also some similarities with simulated sintering, and transdimensional MCMC, see [28,27] and references therein.
However, the novelty of our method lies in the construction of the variable dimensionality (and level of coarse-graining)
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Fig. 1. Schematic of a two-level ML-CGMC. Information exchange between coarser and finer resolutions. Step 1: Sample p;:1(dn;s1), Step 2: Reconstruct with
ve(dnjlnj) such that p(dny) = pyea(dnje)ve(dnlna).
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