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a b s t r a c t

In this paper, we present an efficient numerical method for evaluating rare failure proba-
bility. The method is based on a recently developed surrogate-based method from Li and
Xiu [J. Li, D. Xiu, Evaluation of failure probability via surrogate models, J. Comput. Phys.
229 (2010) 8966–8980] for failure probability computation. The method by Li and Xiu is
of hybrid nature, in the sense that samples of both the surrogate model and the true
physical model are used, and its efficiency gain relies on using only very few samples of
the true model. Here we extend the capability of the method to rare probability computa-
tion by using the idea of importance sampling (IS). In particular, we employ cross-entropy
(CE) method, which is an effective method to determine the biasing distribution in IS. We
demonstrate that, by combining with the CE method, a surrogate-based IS algorithm can be
constructed and is highly efficient for rare failure probability computation—it incurs much
reduced simulation efforts compared to the traditional CE-IS method. In many cases, the
new method is capable of capturing failure probability as small as 10�12 � 10�6 with only
several hundreds samples.

� 2011 Elsevier Inc. All rights reserved.

1. Introduction

Uncertainties in specifying material properties, geometric parameters, boundary conditions and applied loadings are
unavoidable in describing real-life engineering systems. Traditionally, this has been catered for in an ad hoc way through
the use of safety factors at the design stage. Such an approach is becoming less satisfactory in today’s competitive design
environment, for example, in minimum weight design of aircraft structures. Therefore, accurate evaluation of failure prob-
ability of a given system is becoming increasingly important and a fundamental problem in many fields such as risk man-
agement, structural design, reliability based optimization, etc.

Since in most cases the function separating the safe and failure domains is not known explicitly and can be highly irreg-
ular in high dimensional spaces, the standard integration rules such as Gauss quadrature, cubature, sparse grids, etc., are not
directly applicable. The most commonly used method is Monte Carlo simulation (MCS), which requires one to simulate, also
known as to sample, the underlying system repetitively. Though straightforward to implement, MCS can be highly time-con-
suming when the underlying system is complex, for each sample requires a full-scale numerical simulation of the system. To
reduce the computational effort, many alternative non-sampling based methods have been developed, such as FORM/SORM
(first-order/second-order reliability method) [13,9,6,12,20,27,26], RSM (response surface method) [29,8,3,21,10,11,19], etc.
These methods usually incur much less simulation cost, compared to MCS, at the expense of reduced accuracy.

For systems with rare failure probability, which in this paper is defined as failure probability less than 10�5, the problem
becomes drastically more difficult. To this end, one needs to employ methods with sufficiently high accuracy so that the rare
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failure probability in the small tails of the distribution can be captured. And to this date none of the non-sampling methods
can be highly effective in a general setting, due to their lack of high accuracy. Probably the most reliable method is based on
MCS. To this end, the computational cost becomes much higher. As a rule-of-thumb, one usually needs about 10 samples in
the failure domain to reliably estimate the failure probability. For rare probability this translates to prohibitively large num-
ber of samples. For example, for probability of O(10�6), it is not uncommon to use O(107), or even O(108), number of samples
for good accuracy.

To reduce the number of samples, one of the most widely used methods is importance sampling (IS). (See, for exam-
ple, [22,28,4,25]). In IS, one seeks to sample the random variables from a different distribution, called biasing distribu-
tion, rather than the original one. The biasing distribution is constructed in such a way that more samples will land in
the failure domain and thus results in (much) less total number of samples. The use of the biasing distribution, essen-
tially a change of measure approach, is incorporated in the sampling estimate by adjusting the weight of each sample
to ensure that the final estimate is unbiased. A successfully constructed IS method can significantly increase the effi-
ciency of MCS. For the aforementioned example, for probability of O(10�6), a carefully constructed IS method can re-
duce the total number of samples by several orders, e.g., O(104), a drastic reduction from the O(107) samples by the
brute force MCS.

For practical engineering systems, computer simulations can be extremely time consuming. In many cases, one can only
afford very limited number of simulations—nothing beyond a few hundreds. In this case, even the most effective IS method is
not applicable. And one often has to resort to some highly problem dependent and/or ad hoc approaches to estimate the rare
probability and then use safety factor to mitigate the impacts caused by the inaccuracy. It should be noted that the idea of
combining IS with techniques such as FORM/SORM has been pursued and resulted in several interesting strategies. Also
there are other types of approaches that do not employ IS, e.g., sequential Monte Carlo method ([15]), etc. These methods
have their own specific strength and limitations, and will not be discussed in this paper. For detailed discussions, see, for
example, [7,20,27,26,15].

The purpose of this paper is to present a new algorithm for computing rare probability, with significantly enhanced effi-
ciency so that it can capture rare probability of less than 10�5 with (in many cases) a few hundreds of samples. A key feature
of the method is that it is in a general setting and does not require approximations, transformations, or manipulations of the
underlying systems. The method relies on a recently developed method by Li and Xiu [17], where a fundamental flaw in the
traditional RSM was identified and an improvement – a surrogate-based hybrid method – was proposed. The method utilizes
samples of the response surface, which hereafter will be referred to as surrogate, in the majority of the probability space and
samples of the real system only in the region surrounding the failure mode. It achieves high accuracy in the failure proba-
bility estimation while incurring much reduced number of samples of the real system. In this paper the hybrid method from
[17] is extended to the case of rare failure probability by incorporating the idea of importance sampling. In particular, the
cross-entropy (CE) method for IS is adopted. The CE method ([24,5]) is a relatively new Monte Carlo technique for both esti-
mation and optimization. In the estimation setting, the CE method provides an adaptive way to find a good biasing distri-
bution for quite general problems. The biasing distribution is obtained by an optimization procedure that minimizes its
distance, measured by cross-entropy between two distributions, from the optimal biasing distribution, which exists in theory
but is unavailable in practice. Furthermore, an adaptive multilevel iterative algorithm is available to effectively compute the
biasing distribution. In this paper we present a new algorithm based by combining the ideas of both the CE method and the
hybrid method. The surrogate model is utilized in both the CE optimization step and the final IS integral evaluation. And the
result is a highly efficient algorithm where the simulation cost is significantly reduced further, compared to the direct CE-IS
method. In many test cases, the new algorithm is able to resolve failure probability as low as 10�6 with only several hun-
dreds samples.

It should be emphasized that the purpose of this paper is not to compare different IS methods or other types of methods
for rare probability. This is impossible to do owing to the large amount of existing methods. Rather, the paper presents an
approach of enhancing certain IS strategies, by using the surrogate-based hybrid idea from [17], and demonstrates that the
new method is rigorous, efficient, and more importantly, easy to implement. We restrict our discussion to the CE method,
and leave the potential extension to other IS strategies to future research.

Throughout this paper, we assume that a surrogate model is available to use. The surrogate model can be constructed
by simulations or given by physics laws or literature. Therefore we do not count the construction of the surrogate as part
of the computational cost. Also, the proposed method does not seek to improve the accuracy of the surrogate, which is
impossible to do if the surrogate is obtained from literature or physics laws. It should also be noted that improving
the accuracy of the surrogate may not be useful at all [17]. In fact, the method does not require the surrogate model
to be of high accuracy.

The rest of this paper is organized as the following. After presenting the formulation of rare failure probability computa-
tion in Section 2, we briefly review the key ingredients of the present method. These include importance sampling, cross-
entropy method, and the hybrid method of [17]. The details of the new method are presented in Section 4, where two numer-
ical algorithms are presented. Numerical examples are presented in Section 5 to demonstrate the effectiveness of the new
algorithms.
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