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Abstract

In this paper, we provide a general definition of the Leimkuhler curve in terms of the theoretical cumulative distribution function.
The definition applies to discrete, continuous and mixed random variables. Several examples are given to illustrate the use of the
formula.
© 2008 Elsevier Ltd. All rights reserved.

Keywords: Productivity; Cumulative distribution function; Incomplete beta function; Lorenz curve

1. Introduction

The Lorenz and Leimkuhler curves are two important instruments in informetrics (Burrell, 1991, 2006, 2007;
Egghe, 2005; Rousseau, 2007). These curves plot the cumulative proportion of total productivity against the cumulative
proportion of sources. The difference between the two constructions is that for the Lorenz curve in economics, one
arranges the sources in increasing order of productivity while for the Leimkuhler curves in informetrics they are
arranged in decreasing order.

In this paper, we provide a general definition of the Leimkuhler curve in terms of the theoretical cumulative
distribution function (cdf). The definition applies to discrete, continuous and mixed random variables.

The contents of this paper are as follows. In Section 2, we propose a general definition of the Leimkuhler curve.
Section 3 shows the equivalence with the classical definition. Finally, several illustrative examples are presented in
Section 4, including exponential, Singh–Maddala, power, arcsine, lognormal, mixed Pareto and geometric distributions.

2. The general definition

Let X be a random variable, which denotes the productivity of a randomly chosen source. We assume that X has
cumulative distribution function FX(x), which represents the proportion of the population with productivity less than
or equal to x.

Now, let L be the class of all non-negative random variables with positive finite expectations. For a random variable
X in L with cumulative distribution function FX we define its inverse distribution function by

F−1
X (y) = inf{x : FX(x) ≥ y}. (1)
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The mathematical expectation of X is

μX =
∫ ∞

0
x dFX(x) =

∫ 1

0
F−1
X (y)dy,

after making the change of variable y = FX(x), and where the last expression is given in terms of the inverse of the
cumulative distribution function. Next definition makes use of the inverse of the cdf, as in the Gastwirth’s (1971)
definition of the Lorenz curve. However, the Gastwirth’s formulation has not previously been used in an informetrics
context.

Definition 1. LetX∈Lwith cumulative distribution functionFX and inverse distribution functionF−1
X . The Leimkuh-

ler curve KX corresponding to X is defined by

KX(p) = 1

μX

∫ 1

1−p
F−1
X (y)dy, 0 ≤ p ≤ 1. (2)

This definition contains the cases of discrete, continuous and mixed random variables. In formula (2)F−1
X is piecewise

continuous and the integrals can be assumed to be ordinary Riemann integrals.
From definition (2) we can show that a Leimkuhler curve will be a continuous, non-decreasing concave function

that is differentiable almost everywhere in [0, 1] with KX(0) = 0 and KX(1) = 1.
The Leimkhuler curve determines the distribution of X up to a scale factor transformation. This is true since

F−1
X (x) = μXK

′
X(1 − x), almost everywhere and F−1

X will determine FX.
There is a simple relation between the Leimkuhler curves of the random variables X and Y = X+ λ, where λ ≥ 0.

Proposition 1. Let X be random variable in L with mathematical expectationμX and Leimkuhler curveKX(p). Then,
the Leimkuhler curve of the random variable Y = X+ λ is,

KY (p) = λp+ μXKX(p)

λ+ μX
, (3)

which is a convex linear combination of the Leimkuhler curves p and KX(p).

Proof. Let FX(·) be the cdf of X. Then, FY (y) = FX(y − λ), F−1
Y (y) = λ+ F−1

X (y) andE(Y ) = λ+ μX. Now, using
(2)

KY (p) = 1

μY

∫ 1

1−p
F−1
Y (y)dy =

λp+ ∫ 1
1−p F

−1
X (y)dy

λ+ μX
,

which is (3). �
Finally, we include the relation between the Lorenz and Leimkuhler curves. If LX(p) is a Lorenz curve, it is direct

to show that,

KX(p) = 1 − LX(1 − p), 0 ≤ p ≤ 1.

3. Equivalence with the classical definition

The usual definition of Leimkuhler curve (see for example Burrell, 1991, 1992) is based on two equations. First one
solve for x,

p = 1 − FX(x) =
∫ ∞

x

fX(y)dy, (4)

and then considers

KX(p) = ψX(x) = 1

μX

∫ ∞

x

yfX(y)dy. (5)
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