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a b s t r a c t 

Recently, the Partitioned Global Address Space (PGAS) parallel programming model has 

emerged as a usable distributed memory programming model. XcalableMP (XMP) is a 

PGAS parallel programming language that extends base languages such as C and Fortran 

with directives in OpenMP-like style. XMP supports a global-view model that allows pro- 

grammers to define global data and to map them to a set of processors, which execute 

the distributed global data as a single thread. In XMP, the concept of a coarray is also 

employed for local-view programming. In this study, we port Gyrokinetic Toroidal Code - 

Princeton (GTC-P), which is a three-dimensional gyrokinetic PIC code developed at Prince- 

ton University to study the microturbulence phenomenon in magnetically confined fusion 

plasmas, to XMP as an example of hybrid memory model coding with the global-view and 

local-view programming models. In local-view programming, the coarray notation is sim- 

ple and intuitive compared with Message Passing Interface (MPI) programming while the 

performance is comparable to that of the MPI version. Thus, because the global-view pro- 

gramming model is suitable for expressing the data parallelism for a field of grid space 

data, we implement a hybrid-view version using a global-view programming model to 

compute the field and a local-view programming model to compute the movement of par- 

ticles. The performance is degraded by 20% compared with the original MPI version, but 

the hybrid-view version facilitates more natural data expression for static grid space data 

(in the global-view model) and dynamic particle data (in the local-view model), and it also 

increases the readability of the code for higher productivity. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

The Message Passing Interface (MPI) is used widely as a parallel programming model for distributed memory systems. 

However, its low productivity due to complex local array indexing and error-prone coding during communication is a huge 
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problem because it forces programmers to describe the data distribution explicitly and they must employ inter-node com- 

munication using primitive API functions. 

Recently, the Partitioned Global Address Space (PGAS) parallel programming model has emerged as a usable distributed 

memory programming model. A PGAS language model contains a global address space where any processes can view the 

data globally in a similar manner to a shared memory system. The global address space is logically partitioned into each 

process, which can access its own data more efficiently, thereby allowing programmers to perform locality-aware parallel 

programming. 

PGAS parallel programming languages such as UPC [1] , Coarray Fortran [2] , and X10 [3] have been proposed based on 

this model. XcalableMP [4–6] , or XMP for short, is another PGAS parallel programming language, which is an extension of 

existing languages such as C and Fortran with directives similar to OpenMP. XMP enables the parallelization of serial source 

code with additional directives to describe the data distribution, synchronization, and consistency among them over multiple 

nodes with distributed memory architecture. This approach to extending base languages (C or Fortran) with directives makes 

it easier for programmers to develop parallel programs on distributed memory systems. 

Some PGAS languages support the global-view model that allows programmers to define global data and to map them to 

a set of processors, which execute the distributed global data as a single thread. In XMP, the global-view model allows pro- 

grammers to define global arrays, which are distributed to processors by adding the directives. Some typical communication 

patterns are supported by directives, such as data exchange between neighbor processors in stencil computations. 

In contrast to the global-view model, the local-view model describes remote memory access using the node (processor) 

index. This operation is implemented as one-sided communication. XMP employs the coarray concept from Coarray Fortran 

as a local-view programming model. A coarray is a distributed data object, which is indexed by the coarray dimension that 

maps indices to processors. In XMP, the coarray is defined in C as well as Fortran. In the local-view model, a thread on 

each processor executes its own local computations independently with remote memory access to data located in different 

processors by coarray access. The local-view model requires that programmers define their algorithms by explicitly decom- 

posing the data structures and controlling the flow in each processor. The data view is similar to that in MPI, but coarray 

remote access provides a more intuitive view of accessing the data in different processors, thereby increasing productivity. 

In this study, we consider a hybrid-view programming approach, which combines the global-view and local-view models 

in XMP according to the characteristics of the distributed data structure of the target application. The global-view model 

allows programmers to express regular parallel computations such as domain decomposition with stencil computation in a 

highly intuitive manner simply by adding directives to a serial version of code. However, it is difficult to describe parallel 

programs in the global-view model when more irregular communication patterns and complex load balancing are required 

on the processing. Thus, local-view programming is necessary in these situations. 

We utilize this hybrid-view programming for Gyrokinetic Toroidal Code - Princeton (GTC-P) [7] , which is a large-scale 

plasma turbulence code that can be applied at the International Thermonuclear Experimental Reactor (ITER [8] ) scale and 

beyond for next-generation nuclear fusion simulation. The GTC-P is an improved version of the original GTC [9] and it is a 

type of gyrokinetic Particle-in-Cell (PIC) code with two basic data arrays: global grid data that corresponds to the physical 

problem space and particle data that corresponds to particles moving around the grid space. The original GTC-P was written 

in C as a form of hybrid programming with OpenMP and MPI. In this code, the grid data and particle data are mapped onto 

MPI processes and exchanged. As found with most codes of this type, it is difficult to manage complex data distributions 

and communication for both grid data and particle data during code development. Furthermore, to simulate the microturbu- 

lence phenomenon in plasmas for magnetically confined fusion devices, non-flat domain decomposition is necessary in one 

dimension, as well as parallelizing multiple dimensions, to obtain accurate large-scale simulations. Therefore, the number of 

computations becomes extremely large for next-generation and large-scale reactors such as ITER. 

We consider both types of data models in XMP, i.e., global-view and local-view models, which are suitable for repre- 

senting grid space data and particle data, respectively, because of their data distribution and communication pattern. In 

this study, we implement the GTC-P code in two ways: using XMP with a local-view only model, and with a combination 

of local-view and global-view models, where we evaluate the performance and productivity of these approaches. As the 

preliminary result, we implemented and evaluated the GTC-P in XMP hybrid-view model [10] . Moreover, we indicate the 

causes of performance degradation for GTC-P in XMP and evaluate the GTC-P of hybrid versions written in XMP+OpenMP 

and MPI+OpenMP in this study. 

The remainder of this paper is organized as follows. We provide the related research and an overview of XMP with an 

example of code in Section 2 and Section 3 , and we briefly describe the GTC-P nuclear fusion simulation code in Section 4 . 

Section 5 describes the implementation of GTC-P using XMP. We report the performance and productivity evaluation in 

Section 6 , and we conclude our study in Section 7 . 

2. Related research 

Chapel [11] is widely known as PGAS language having the global-view programming model designed and developed by 

Cray Inc. As a feature, Chapel employs the original language where programmers can describe several different parallelisms, 

such as inter/inner node, instruction level threads, and accelerator. In addition, the communication of data based on the 

global-view model is executed implicitly. While the automatic communication is useful for programmers without experience 

in parallel programming, it is difficult to tune its performance. In contrast, XMP is an extension of existing languages by 
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