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simpler circuit, less silicon area, is the main characteristic of a dataflow model. Growing
trends in housing large number of functional units in a single chip, making use of local
clocks, reducing energy consumptions, avoiding global wires are the main reasons behind
the resurgence of dataflow models. To program a dataflow machine, new architectures sug-
gest imperative languages rather than functional type dataflow languages or parallel lan-
guages because this is the right way to make the new architectures popular among the
general community. Although for several decades scientists have been working on how
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High performance computing imperative languages can be used in dataflow models efficiently, there is no systematic
Imperative language review on those works. Existing reviews on dataflow paradigm mainly focus on the archi-
Compiler tectures. Although few papers review programming languages of dataflow architectures,

their discussions are limited to only dataflow languages and visual programming languages
which are fundamentally different from imperative languages. In this paper, we conduct a
systematic review on those works that attempt to provide a way to use imperative lan-
guages in any type of dataflow architectures. Our survey of compilers and related architec-
tures cover the aspects like translation mechanisms of program construct, their
optimization techniques, memory ordering methods, program allocation and scheduling
and special architectural features. We also present some of our observations and future
research directions obtained by exploring the literature.
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1. Introduction

Traditionally, the von Neumann computing model is treated as an inherent sequential model of computation [13]. The
sequentiality comes from the fact that execution of the current instruction decides which instruction will be the next rep-
resentative. This is the reason it is called a control flow model. In this model, we do not have a natural way to perform the
execution of an instruction before the execution of the previous instruction, in the control flow path, is finished. Next
instruction to be executed is pointed to and triggered by the program counter. Besides, a global updatable store, the media
through which data is exchanged between instructions, is assumed to be present in the model. These two properties are the
main bottlenecks to exploit parallelism in the control flow model. The superscalar processors [109] break the original control
flow model in their architectures to gain efficiency. The multiprocessor architectures [42,69] based on the von Neumann
computing model also break the flow of control with the help of explicit language statements/derivatives inserted by com-
pilers or programmers. Despite the involvement of compilers and programmers, it has not been possible to reach to a per-
formance level that was expected to by the early scientists. Nonetheless, the von Neumann computing model is the most
popular model in the world.

Dataflow computing models [105,57,106,69], on the other hand, provide a natural way to initiate the execution of more
than one instruction simultaneously. Unlike control flow models, no program counter or global updatable memory is used
here. The execution is driven by the availability of the operands [94]. As soon as all the operands of an instruction is available,
the instruction is issued, provided that the execution resource is available. In dataflow computing, parallelism is implicit and
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