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a b s t r a c t

Nowadays, the rapid development of the internet calls for a high performance file system,
and a lot of efforts have already been devoted to the issue of assigning nonpartitioned files
in a parallel file system with the aim of pursuing a prompt response to requests. Yet most
of the existing strategies still fail to bring about an optimal performance on system mean
response time metrics, and new strategies which can achieve better performance in terms
of mean response time become indispensable for parallel file systems. This paper, while
addressing the issue of assigning nonpartitioned files in parallel file systems where the file
accesses exhibit Poisson arrival rates and fixed service times, presents an on-line file
assignment strategy, named prediction-based dynamic file assignment (PDFA), to minimize
the mean response time among disks under different workload conditions, and a compar-
ison of the PDFA with the well-known file assignment algorithms, such as HP and SOR.
Comprehensive experimental results show that PDFA is able to improve the performance
consistently in terms of mean response time among all algorithms for comparison.

� 2015 Published by Elsevier B.V.

1. Introduction

In recent years, parallel file systems, such as Lustre [19], GPFS [23], HDFS [2] and PVFS2 [22] have received considerable
attention for their ability to provide fast and reliable access. Data nodes are widely deployed to store data in numerous
scenes for efficient data reading or writing. In today’s web service scenario with performance requirements, various appli-
cations not only require throughput for applications, but also a speedy response time of their requests so that data can be
read quickly from the data nodes. In order to meet the user’s requirements, files should be assigned onto data nodes appro-
priately and efficiently before being accessed. Such a placement problem is referred to as file assignment problem (FAP) [34]
which can be summarized as follows: Given a set of N files and M data nodes, we try to find the optimal solution of assigning
the N files onto M data nodes so that the requests for these files can be responded rapidly. Since FAP formulation is known to
be an NP-complete problem, we need to develop heuristic algorithms to solve this problem.

Generally, there are two kinds of file assignment algorithms: static ones and dynamic ones. While static algorithms
require prior knowledge about the workload statistics such as service times and access rates of all the files, dynamic file
assignment does not have such requirement and files are allocated when they arrive at the system to adapt to varying work-
load patterns. In this paper, we address the problem of dynamically assigning non-partitioned files in parallel file systems
where file accesses exhibit Poisson arrival rates and fixed service times.
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It is now well known that the processing requirements of modern computer workloads are highly variable. These work-
loads generally follow a Zipfian distribution [13]. The probability of a request for the i0th most popular file is proportional to
1/i. Moreover, the request frequency is believed to inversely correlate with the file size, which means that the most popular
files are usually small in size, while the large files are typically unpopular. Based on these presumptions of the characteristic
of workloads, a lot of file assignment algorithms including static file assignment algorithms such as Greedy [6], SP [13], and
SOR [34], and dynamic algorithms such as HP [13] were developed to improve the performance in terms of mean response
time of the system.

To better optimize the data layout design of parallel file systems, we propose a dynamic file assignment strategy, called
prediction-based dynamic file assignment (PDFA), which aims at minimizing the mean response time with the consideration
of load balancing between data nodes under different workload conditions. To sum up, we make the following contributions
in the paper. (1) An analysis model of file assignment and file access to parallel file systems is proposed to estimate the per-
formance metric in terms of mean response time of data accesses for different file assignment policies. (2) A load prediction
model for parallel file systems is constructed to estimate the future loads of data nodes. (3) A dynamic file assignment strat-
egy based on the overall load estimation is proposed for the purpose of choosing an appropriate file layout scheme under
different workload conditions. (4) The performance of the newly proposed dynamic file assignment strategy together with
the famous HP and SOR is evaluated in our execution-driven simulator. Our analytical and experimental results show that the
proposed PDFA performs best in terms of mean response time, while SOR takes the second place.

The remainder of this paper is organized as follows: In the following section, background and related work are discussed.
Section 3 presents the system architecture and analysis model. Section 4 describes the load prediction model. Section 5 pre-
sents the prediction-based dynamic file assignment algorithm and Section 6 shows the simulation results to validate our
strategies. Finally, Section 7 concludes the paper with a summary and future work.

2. Background and related work

As data access performance is widely recognized as one of the major bottlenecks in data-intensive parallel applications, a
lot of study efforts have been devoted to improving I=O performance. Typically, I=O performance optimization falls into two
camps: interface optimizations and storage optimizations [24]. Interface optimizations mainly focus on request re-arrange-
ment by combining several small requests into a larger contiguous request or requests re-scheduling. Storage optimizations
which are usually implemented in the file server layer, mainly focus on data re-organization such as data partition
[9,7,26,33,16], replication [8,1,12,18,4] or file layout [25,36,32,35,37,28] to increase the degree of I=O parallelism. File layout
of a parallel file system is often restricted by data access patterns occurring at the file system level which needs sufficient
application I=O workload information. Therefore, data layout manners and user request patterns seriously affect the I=O per-
formance in parallel file systems, but current strategies are not designed to catch the data access pattern, and this limitation
will be well addressed in this study.

In parallel file systems, file is distributed among multiple data nodes. The efficient allocation of data nodes to files is the
task of file dispatcher. The quality of the file dispatcher has a high impact on the overall performance of the parallel file sys-
tems. To this end, there have been numerous research efforts dedicated to file assignment strategy in parallel file systems.

In the early 1960s, researchers investigated Greedy, one of the most well-known static heuristic file assignment algorithms,
which aims to minimize the disk utilization by balancing the system load across all disks. It is originated from Longest Processing
Time (LPT) algorithm that aims at multiprocessor load balancing [6]. From 1980s, needs in high performance file systems have
turned the research focus to improving the data retrieval performance [5,29,21,17,27]. With the advances of distributed
systems, new algorithms have been developed to solve lots of problems such as data object replica placement [11,15], data man-
agement for large-scale storage systems [31] and work-conserving migration [3]. These problems are closely related to the FAP
problem. The FAP exists in a wide range of distributed system such as distributed databases, distributed file systems, content
distribution networks, video servers and Grid. The solution for FAP commonly consists of static strategies and dynamic strate-
gies. Both strategies target at optimizing mean response time and throughput by minimizing the queuing delays on data nodes.

According to Lee et al. [13], the utilization of each disk and the variance of service times mainly determine the queuing delay
at each disk. Many heuristic algorithms for file assignment try to improve the performance by minimizing the variance of disk
loads and service times. They distribute load among all disks for balancing. Greedy is one of the most famous algorithms which
aim at multi-processor load balancing. The basic idea of Greedy is to calculate the mean load of all files first and then assign a
consecutive set of files whose total load is equal to the mean load onto each disk. Another well-known static file assignment
algorithm Sort Partition (SP) [13] tries to improve the mean response time by minimizing the variance of service time among
all disks.It first sorts all files in descending order of their service times into a list and calculates the average disk load with the
load of all files. Then SP assigns a contiguous set of files in the list to each disk until the disk load reaches the average disk load.
After one round of allocation, all remaining files in the list are assigned to the last disk. SP improves the performance of the
Greedy algorithm by minimizing the variances of service times at each disk. SOR was proposed to get over the workload char-
acteristic assumed by SP. The basic idea of SOR is to assign all files sorted in their size onto an array of disks in a round-robin
fashion.

The above mentioned Greedy; SP and SOR are off-line file assignment algorithms. Lee also proposed an online algorithm
Hybrid Partition (HP) to address the dynamic file assignment with batch arrival. Files in each batch are sorted in descending
order of service times upon the batch’s arrival. HP assigns files to disks in turns of batches at distinct allocation intervals. For
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