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a b s t r a c t

Neural networks have been extensively applied to short-term traffic prediction in the past
years. This study proposes a novel architecture of neural networks, Long Short-Term Neural
Network (LSTM NN), to capture nonlinear traffic dynamic in an effective manner. The LSTM
NN can overcome the issue of back-propagated error decay through memory blocks, and
thus exhibits the superior capability for time series prediction with long temporal
dependency. In addition, the LSTM NN can automatically determine the optimal time lags.
To validate the effectiveness of LSTM NN, travel speed data from traffic microwave
detectors in Beijing are used for model training and testing. A comparison with different
topologies of dynamic neural networks as well as other prevailing parametric and nonpara-
metric algorithms suggests that LSTM NN can achieve the best prediction performance in
terms of both accuracy and stability.

� 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The success of Intelligent Transportation Systems (ITS) applications relies on the quality of traffic information. This is
especially true for Advanced Traffic Management Systems (ATMS) and Advanced Traveler Information Systems (ATIS), where
accurate and reliable traffic information is highly desired for both transportation agencies and travelers. One of the critical
needs for transportation community is to understand and forecast future traffic condition (e.g. travel time, travel flow and
travel speed). A successful implementation of traffic prediction application not only can benefit travelers’ route preplanning
and rescheduling, but also can provide insightful information for transportation professionals to reduce congestion and
improve traffic safety.

Due to the stochastic characteristics of traffic flow, accurately predicting traffic state is not a straightforward task.
However, the widely deployed traffic sensors quickly increase data availability and coverage, and trigger a large number
of traffic prediction studies based on various data sources. Most of these studies rely on inductive loop detector data to
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forecast either travel time or traffic volume in a short-term range, and utilize the data from video detectors or toll collection
records as ground-truth to train the prediction model (Huang and Sadek, 2009; Rice and Zwet, 2004; Zou et al., 2014; Zhang
and Ge, 2013). Little attention is put on travel speed prediction from other data sources (Hamad et al., 2009). Compared with
the travel time data that are difficult to be directly measured in a large-scale network, speed data can be readily collected by
loop detectors, Global Positioning Systems (GPS) devices and Remote Traffic Microwave Sensors (RTMS). As the most popular
non-intrusive traffic detectors (Coifman, 2005, 2006), RTMS are mounted on the side of the roadway, and do not cause tem-
porary lane closures for installation or traffic flow interruption. Therefore, more and more transportation agencies favor this
non-intrusive sensor as an automatic transportation data collection approach. The principle of RTMS is to transmit micro-
wave beams to both moving and stationary objects (i.e. vehicles, pavement, barriers, trees, etc.), and receive the reflected
signals as the background signals (Junger et al., 2009). If a vehicle enters the detection zone, the reflected signal will be
strengthened to exceed the background signal threshold. Consequently, the vehicle will be detected (EIS, 2003).
Therefore, RTMS can detect traffic volume, occupancy and speed in multiple lanes without causing interference. The study
conducted by Yu and Prevedouros (2013) indicated that the speed measurement accuracy of RTMS can achieve up to 95%,
and is higher than that of single loop detector. Due to the high accuracy, the travel speed captured by RTMS is used as
the predictor in this study.

As pointed by Vlahogianni et al. (2014), traffic forecasting methods have been gradually shifting from traditional sta-
tistical models to Computational Intelligence (CI) approaches. Compared with those classical statistical models such as
Autoregressive Integrated Moving Average (ARIMA), the CI approaches are more flexible with no or little prior assumptions
for input variables. In addition, the CI approaches are more capable of processing outliers, missing and noisy data (Karlaftis
and Vlahogianni, 2011). Therefore, the CI approaches are often used to depict high dimensional and non-linear relationship.
As the most representative model among the CI approaches, Artificial Neural Network (ANN) receives numerous successes in
the domain of transportation (Vlahogianni et al., 2004). The precursory study of utilizing neural network into traffic predic-
tion can be traced back to the 1990s, when Hua and Faghri (1994) introduced the concept of neural network into freeway
traffic time estimation. Since then, more and more neural network variants begun to emerge for improving traffic forecasting
performance of ANN. Typical examples include the widely employed Feed Forward Neural Network (FFNN) (Park and Rilett,
1999), Modular Neural Network (MNN) (Park and Rilett, 1998), Radial Basis Frequency Neural Network (RBFNN) (Park et al.,
1999), Spectral-basis Neural Network (SNN) (Park et al., 1999), Neuro-Fuzzy Neural Network (NFNN) (Yin et al., 2002), and
Recurrent Neural Network (RNN) (Lingras et al., 2002; Van Lint et al., 2002). Due to the dynamic nature of transportation
system, RNN is especially suitable to capture the temporal and spatial evolution of traffic flow, volume and speed. This is
because RNNs can use internal memory units to process arbitrary sequences of inputs, and thus grants the RNNs the capabil-
ity of learning temporal sequence. Various topologies of RNNs were proposed to predict freeway traffic in the existing litera-
tures, such as Time-Delay Neural Network (TDNN) (Ishak et al., 2003), Jordan–Elman Neural Network (Ishak et al., 2003), and
State-Space Neural Network (SSNN) (Van Lint et al., 2002, 2005; Liu et al., 2006). There are two issues associated with the
traditional RNN models: (1) the number of time steps ahead has to be predetermined for most RNNs. To achieve a better
accuracy, finding the optimal time lag setting largely relies on the trial-and-error method; (2) previous studies have con-
firmed that the traditional RNNs fail to capture the long temporal dependency for the input sequence. Training the RNN with
5–10 time lags is proven difficult due to the vanishing gradient and exploding gradient problems (Hochreiter and
Schmidhuber, 1997). Nevertheless, it is common to see that the strong correlation exists between two traffic events with
a relative long time window. A typical example is that a traffic incident that happened 1 h ago may still cause severe con-
gestion in the following 2 or 3 h. To address these drawbacks, a special RNN architecture named Long Short-Term Memory
Neural Network (LSTM NN) (Hochreiter and Schmidhuber, 1997) is developed to predict travel speed in this study. Unlike
traditional RNNs, LSTM NN is able to learn the time series with long time spans and automatically determine the optimal
time lags for prediction. In the past decade, the LSTM NN has been successfully applied into robot control, speed recognition,
handwriting recognition, human action recognition, etc. To the best our knowledge, there is no application of LSTM NN in the
domain of transportation. This study aims to test the effectiveness of LSTM NN for short-term travel speed prediction.

Based on the aforementioned discussion, the contributions of this paper are 3-fold: (1) a novel recurrent neural network
architecture: Long Short-Term Memory Neural Network, is developed to capture the long-term temporal dependency for
short-term travel speed prediction; (2) the proposed algorithm can determine the optimal time window for time series in
an automatic manner; and (3) a comparative study is conducted to provide a general guideline for selecting different
RNN structures for short-term traffic prediction problems.

The remainder of this paper is organized as follows: A general overview of existing literatures on traffic forecasting is pro-
vided in the first section, and then, the Long Short-Term Memory Neural Network architecture is introduced, followed by a
case study using RTMS detector speed data from a major expressway in Beijing, China. To further evaluate the performance
of the LSTM NN algorithm, a comparison between other RNN structures (Time-delayed NN, Elman NN, and Nonlinear
Autoregressive NN), Support Vector Machine (SVM) regression, Autoregressive Integrated Moving Average (ARIMA) model
and Kalman Filter approach is made. Finally, conclusion and future envisions are discussed at the end of this paper.

2. Literature review

Short-term traffic forecasting has attracted numerous attentions from worldwide researchers in the past decades.
Considerable research efforts have been made to enrich the traffic prediction approaches. In general, traffic forecasting
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