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a b s t r a c t

Spatio-temporal saliency detection has attracted lots of research interests due to its competitive
performance on wide multimedia applications. For spatio-temporal saliency detection, existing
bottom-up algorithms often over-simplify the fusion strategy, which results in the inferior performance
than the human vision system. In this paper, a novel bottom-up spatio-temporal saliency model is
proposed to improve the accuracy of attentional region estimation in videos through fully exploiting
the merit of fusion. In order to represent the space constructed by several types of features such as
location, appearance and temporal cues extracted from video, kernel regression in mixed feature spaces
(KR-MFS) including three approximation entity-models is proposed. Using KR-MFS, a hybrid fusion
strategy which considers the combination of spatial and temporal saliency of each individual unit and
incorporates the impacts from the neighboring units is presented and embedded into the spatio-temporal
saliency model. The proposed model has been evaluated on the publicly available dataset. Experimental
results show that the proposed spatio-temporal saliency model can achieve better performance than the
state-of-the-art approaches.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Visual saliency modeling has been widely considered to be a
promising approach to automatically and efficiently localizing
the ‘‘important’’ content in images or videos [1–3]. While saliency
detection from still images depends only on spatial information
(i.e., the current scene), for the task of saliency estimation from
videos, temporal information (i.e., the accumulative information
along time) also plays an important role, which is commonly
termed as spatio-temporal saliency in the literature [4]. As high-
lighted in [4], spatio-temporal saliency modeling provides a natu-
ral way to identify important regions from dynamic scenes, which
can benefit a wide range of computer vision applications, such as
action recognition [5], moving object detection in the stationary
or dynamic background [6–8], and image/video compression [9].

A lot of spatio-temporal saliency models have recently been
proposed, which in general fall into two categories, namely the
data-driven bottom-up models [2,3,5–15] and the task-oriented
top-down models [16–18]. The later category of models usually
resorts to supervised learning, with a pre-determined task and

the corresponding training data, while the former does not rely
on specific tasks. In this paper, we are mainly focused on bot-
tom-up saliency modeling for the purpose of detecting salient
moving object (region) from videos, which desirably can facilitate
the computer vision tasks such as moving object detection [6–8]
and visual tracking [19].

The vast majority of existing computational models for spatio-
temporal saliency detection [2,3,6,7,10,12–15] follow the para-
digm that the spatial saliency and the temporal saliency are first
measured separately and then fused to obtain the final saliency
map. Neurobiological evidence supporting this paradigm can be
found in [20], which suggests that visual information processing
in the brain goes along two parallel and concurrent streams,
namely the ventral stream and the dorsal stream. The former has
high spatial sensitivity and mainly processes appearance informa-
tion, while the latter has high temporal sensitivity and mainly
processes motion information. Consequently, the hypothetical
segregation of the two streams naturally raises a question, i.e.,
the so-called visual integration problem: how does the cortex com-
bine the information from the two streams? In spatio-temporal
saliency models, in addition to the spatial and temporal saliency
calculation modules which simulate the perceptual functionality
of the ventral and the dorsal streams, there should also be a fusion
strategy for simulating the visual integration functionality. In pre-
vious works [2,3,6,7,10,12–15], the fusion problem is typically
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addressed by performing multiplicative, additive, or maximum
operations over the corresponding perceptual units independently,
which totally ignores the connection among the neighboring units.
While these fusion strategies might be appropriate for eye fixation
prediction as discussed in many previous works, they are disad-
vantageous for those tasks which require highlighting foreground
regions uniformly. In addition, the over-simplicity of existing
fusion strategies may be one of the key reasons why existing com-
putational models underperform the human vision system in pre-
dicting salient moving objects. These facts motivate us to develop a
more effective approach for fusing the spatial and the temporal
saliency.

Our proposed spatio-temporal saliency model follows the
aforementioned paradigm while being mainly focused on the
fusion strategy. Due to its computational efficiency and perceptual
superiority [21–23], superpixel is taken as the basic computational
unit in our model. Similar to [24], each unit is represented by a
feature vector defined in the mixed feature space, that is, the
Cartesian product of the location feature subspace, the appearance
feature subspace and the temporal feature subspace. Spatio-tem-
poral saliency can then be treated as a function value of the mixed
feature, which can be learnt by means of regression. In order to
accommodate the locality and multi-modality of the mixed feature
space, we first propose the model of kernel regression in mixed fea-
ture spaces (KR-MFS), which includes three variants: kernel regres-
sion using local constant approximation in mixed feature space
(KR-LC-MFS), kernel regression using local regularized linear
approximation in mixed feature space (KR-LRL-MFS) and kernel
regression using local regularized kernel approximation in mixed
feature space (KR-LRK-MFS). In addition, the relationship between
KR-MFS and the classical kernel regression [25–28] is discussed.
Then, based on KR-MFS, a hybrid fusion strategy is proposed.
Different from the existing fusion strategies treat each unit individ-
ually, the proposed fusion strategy is able to exploit the spatial
structure of the neighboring units. Finally, by integrating the spa-
tial and temporal saliency calculation modules and the hybrid
fusion module, we propose a unified spatio-temporal saliency
model, which can outperform the state-of-the-art approaches on
the benchmark datasets. To sum up, the contributions of this paper
are as follows:

� A generic model, i.e., kernel regression in mixed feature spaces
(KR-MFS), and its three variants, i.e., KR-LC-MFS, KR-LRL-MFS
and KR-LRK-MFS, are proposed, which can be potentially
applied to many real-world problems besides the spatio-tempo-
ral saliency detection as concerned in this paper.
� Based on KR-MFS, a hybrid fusion strategy is proposed. The key

property of the proposed fusion strategy is that it is able to take
into account the influences from the neighboring units.
� By the aide of the hybrid fusion strategy, our proposed spatio-

temporal saliency model can outperform the state-of-the-art
approaches. Additionally, our model is well modularized and
therefore has good extendibility.

The remainder of this paper is organized as follows: Section 2
reviews the related work. Section 3 details the proposed KR-MFS
model and the variants. Section 4 describes the spatio-temporal
saliency model using KR-MFS. In Section 5, our saliency model is
comprehensively evaluated and compared against the state-of-
the-art algorithms. Section 6 gives the conclusion of this paper.

2. Related work

In this section, we briefly review the previous works including
the saliency measure and fusion strategies for spatio-temporal

saliency modeling, and kernel regression and its applications in
computer vision. Note that top-down saliency modeling is
excluded from our literature review here since we only concen-
trate on bottom-up saliency in this paper.

2.1. Spatio-temporal saliency measurement

As mentioned before, a majority of existing spatio-temporal sal-
iency models [2,3,6,7,10,12–15] have adopted the paradigm, that
the spatial and the temporal saliency are first computed separately
and then fused. In [1,2], the Difference of Gaussian (DoG) filter with
center-surround mechanism is utilized to measure saliency. Itti
et al. deploy the spatial and temporal surprise to define saliency
and detect salient events in video, where surprise is mathemati-
cally computed by Kullback–Liebler (KL) divergence [3]. Liu et al.
utilize a spatio-temporal volume to integrate the spatial and
temporal saliency, where the spatial and temporal saliency is mea-
sured by Shannon’s self-information [6]. In [7], spatial saliency is
measured by self-resemblance of the texture descriptors, while
the temporal saliency is computed by the sum of absolute
difference between temporal gradients of the center and the sur-
rounding regions. Zhai and Shah define temporal saliency as
motion contrast based on the estimated point correspondences
using RANSAC and spatial saliency as global color histogram
contrast [10]. In [12], cortical-like filters corresponding to the
two separate outputs of the retina, namely parvocellular and
magnocellular, are utilized to compute the spatial and temporal
saliency respectively. Ren et al. apply feature reconstruction error
to measure spatial and temporal saliency [13]. In [14], temporal
saliency is computed based on dynamic consistent optical flow
and spatial saliency is computed by integrating the activation
maps from multiple low-level feature channels. Recently, Fang
et al. exploit a psychological model for speed perception which is
further utilized to estimate temporal saliency; meanwhile spatial
saliency is computed by averaging multiple saliency maps corre-
sponding to multiple spatial features [15].

There also exists spatio-temporal saliency models which do not
follow the aforementioned paradigm, like in [8,9,11]. In these
methods, the spatial and temporal saliency calculation and the
fusion modules are integrated as a whole. Mahadevan and
Vasconcelos extend the discriminant center-surround hypothesis
from image to video by using dynamic texture to model the
spatio-temporal characteristics of the visual stimuli [8]. In [9],
the spatial and temporal features are first extracted, and then the
spatio-temporal saliency is measured by Quaternion Fourier Trans-
form. Seo and Milanfar [11] adopt the local regression kernel to
represent each pixel/voxel, where the center-surround contrast
based on the resemblance of a pixel/voxel to its surroundings is
utilized to measure spatio-temporal saliency.

Generally, the overwhelming majority of spatio-temporal sal-
iency models follow the aforementioned paradigm. Our proposed
model also follows the same paradigm.

2.2. Spatio and temporal saliency fusion

In [2], the motion channel is simply treated as an ordinary one
like the other spatial feature channels such as color, intensity, and
orientation, and then all these channels are normalized and com-
bined into the final saliency map. By fitting the neural data, the
additive fusion scheme is recommended in [3]. Liu et al. propose
a weighted additive fusion approach, where weights are estimated
from the spatio-temporal volumes [6]. By considering the influence
of scale, Kim et al. propose a multi-scale additive fusion method
[7]. In [12,13], some common fusion approaches such as multipli-
cative, additive, and maximum fusion, are evaluated and discussed.
A maximum fusion strategy is also introduced in [14]. The work of
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