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a b s t r a c t

The Bag of Words paradigm has been the baseline from which several successful image classification
solutions were developed in the last decade. These represent images by quantizing local descriptors
and summarizing their distribution. The quantization step introduces a dependency on the dataset, that
even if in some contexts significantly boosts the performance, severely limits its generalization capa-
bilities. Differently, in this paper, we propose to model the local features distribution with a multivariate
Gaussian, without any quantization. The full rank covariance matrix, which lies on a Riemannian
manifold, is projected on the tangent Euclidean space and concatenated to the mean vector. The resulting
representation, a Gaussian of Local Descriptors (GOLD), allows to use the dot product to closely
approximate a distance between distributions without the need for expensive kernel computations.
We describe an image by an improved spatial pyramid, which avoids boundary effects with soft assign-
ment: local descriptors contribute to neighboring Gaussians, forming a weighted spatial pyramid of GOLD
descriptors. In addition, we extend the model leveraging dataset characteristics in a mixture of Gaussian
formulation further improving the classification accuracy. To deal with large scale datasets and high
dimensional feature spaces the Stochastic Gradient Descent solver is adopted. Experimental results on
several publicly available datasets show that the proposed method obtains state-of-the-art performance.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Object and Scene Recognition have been a major research direc-
tion in computer vision, and, in particular, the task of automatically
annotating images has received considerable attention. Systems
extract some description from a training set of images, train a clas-
sifier and then can be used to perform their task on new images.
The current ‘‘standard’’ approach for this task is some derivation of
the Bag of Words (BoW) [1], and consists mainly of three steps: (i)
extract local features, (ii) generate a codebook and then encode
the local features into codes, (iii) pool all the codes together to gen-
erate a global image representation. In this approach a key step is the
codebook generation, because it is the base to define a high-dimen-
sional Bag of Words histogram. Typically this is performed through
clustering methods and the most common approach is the use of k-
means clustering, because of its simplicity and convergence speed.

However, introducing a quantization of the feature space tightly
ties dataset characteristics to the features representation, in the

choice of both the position and the number of cluster centers to
use. For the codewords positions, the quantization is learned from
the training set, therefore the cluster centers reflect the training
data distribution. The optimal number of cluster centers varies
depending on the dataset. For example, in [2], the best accuracy
using regular BoW is reached at 4k clusters for the Caltech-101
dataset, while, even if the improvement is progressively lower, in
PASCAL VOC 2007 it does not reach saturation even with 25k clus-
ter centers. Another example of this ‘‘hidden’’ dataset dependency
inclusion may be found in many specializations of the BoW
approach. [3,4] propose two different solutions to learn category
specific codebooks and show how this is able to improve the
descriptor ability to discriminate between similar categories.

The codebook generation step has been introduced in order to
obtain a fixed length representation of the distribution of the local
features of an image. This is not strictly necessary, since the
descriptors distribution could be directly modeled with a paramet-
ric distribution [3,5], and the parameters obtained on the single
image may provide a summary of the local descriptors. In some
contexts though, the information coming from the specific dataset
characteristics is able to significantly boost the performance of the
classification system.

Based on these considerations, in this paper we propose a
solution to allow the descriptors to be obtained either in a dataset
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independent way or to leverage training information in their
construction. Using a multivariate Gaussian distribution with full
rank covariance matrix or a mixture of them it is possible to tune
the system based on the context. We also show how to embed this
descriptors in the Spatial Pyramid Representation [6] further
removing border effects artifacts. The final image descriptor is then
used both with an off-the-shelf batch classifier and with the
Stochastic Gradient Descent on-line solver [7], which allows to
deal with large scale datasets and high dimensional feature spaces.

We name our method Gaussian of Local Descriptors (GOLD) and
demonstrate its effectiveness for automatic image annotation and
object recognition. The main contributions of our work are:

� we provide a flexible local feature representation leveraging
parametric probability density functions, that can be indepen-
dent of the image archive (e.g. for collections that change
dynamically) or specific to dataset characteristics;
� our method employs the projection of the full rank covariance

matrix from the Riemannian manifold to the tangent Euclidean
space to obtain a fixed length descriptor suitable for linear
classifiers based on dot product;
� we conduct experiments on several public databases (Caltech-

101, Caltech-256, ImageCLEF2011, ImageCLEF2013, PASCAL
VOC07). Some examples are reported in Fig. 1. The results
demonstrate the effectiveness of utilizing our descriptor over
different types of local features, both in dataset dependent
and independent settings.

This paper is organized as follows. We introduce the state of the
art on image descriptors focusing on encodings, normalizations
and pooling strategies in Section 2. Then we elaborate the formu-
lation of the GOLD descriptor in Section 3, and its combination
with the spatial pyramid representation in Section 4. In Section 5
the extension to the mixture of Gaussian distributions is presented.
We conduct extensive experiments in Section 6 to verify the
advantage of our method for automatic image annotation and
object recognition. Conclusions are drawn in Section 7.

2. Related work

The basic component of all object recognition and scene under-
standing systems are local descriptors [8]. The most famous and
effective ones are SIFT [9], and all their color variations [10].

After describing images with unordered sets of local descrip-
tors, we would like to directly compare them in order to get infor-
mation on the images similarities. The problem could be tackled
with solutions inspired by the assignment problem, but this would
be infeasible as soon as we move away from tiny problems. For this
reason, research has focused on finding a fixed length summary of
local descriptors density distribution.

The original solution, named Bag of Words, consists in finding a
set of codewords (obtained by the k-means algorithm) and assign-
ing each local feature to a codeword. The final descriptor is given
by a histogram counting the number of local features assigned to
every codeword (cluster center) [1]. This last strategy was later
referred to as hard-assignment.

A histogram is obviously a crude representation of the local
features continuous density profile, it introduces quantization
errors and it is sensitive to noise and outliers [11]. Thus, it would
appear that by improving this density representation to more accu-
rately represent the input feature set the classifiers performance
could be improved as well [3]. For example, in [12] the hard-
assignment of features is replaced with soft-assignment, which
distributes an appropriate amount of probability mass to all code-
words, depending on the relative similarity with each of them.

The Locality-constrained Linear Coding [13] projects each descrip-
tor on the space formed by its k-nearest neighbors (with small k;
they propose k ¼ 5). This procedure corresponds to performing
the first two steps of the locally linear embedding algorithm [14],
except that the neighbors are selected among the codewords of a
dictionary rather than actual descriptors, and the weights are used
as features instead of being mere tools to learn an embedding.

In [15] two supervised nonnegative matrix factorizations are
combined together to identify latent image bases, and represent
the images in this bases space; in [16] the authors propose to com-
bine structures of input features and output multiple tags into one
regression framework for multitag image annotation.

Fisher encoding [17], models the codewords with a Gaussian
Mixture Model (GMM), restricted to diagonal covariance matrices
for each of the k components of the mixture. Then, they capture
the average first and second order differences between the image
descriptors and the centers of the GMM.

The Vector of Locally Aggregated Descriptors [18] (VLAD) can be
seen as a simplification of the Fisher kernel. Each local descriptor is
associated to its nearest visual word. The idea of the VLAD descrip-
tor is to accumulate, for each visual word, the differences of the
vectors assigned to it, thus characterizing the distribution of
the vectors with respect to the center. As for Fisher encoding, the
descriptors are pooled together with averaging. Recently a compre-
hensive study concerning feature coding methods that summarizes
their main characteristics including motivations and mathematical
representations has been presented in [19].

The techniques discussed so far have all focused on improving
the local descriptors encoding, relaying on training data for code-
words generation. Given that there are a great number of unla-
beled images available, some works focused on semi-supervised
learning in order to leverage unlabeled data for large-scale image
annotation [20].

In order to overcome the dataset dependency, some authors
tried to build a codebook in a fully data-independent way. In
[21] the feature space is directly discretized using a regular lattice.
With four subdivisions for each dimension, the number of bins is in
the order of 1077, most of which are obviously empty. They thus
employ a hash table and store only the non-empty bins. Constant
time table lookup, i.e., independent of the size of the visual vocabu-
lary, can then be guaranteed. In [22] it is shown that this fixed
quantization method performs significantly worse then other tech-
niques, probably due to the fact that it splits dense regions of the
descriptor space arbitrarily along dimension axes, and the bins
do not equally split the unit hypersphere which SIFT covers, result-
ing in a wildly uneven distribution of points. Moreover they further
highlight on Oxford [23] and Paris [24] datasets that the perfor-
mance on drop of quantization approaches when generating code-
words from a dataset and using them on another. Similar
conclusions were also found in [25]. In short, referring to a con-
figuration as dataset1/dataset2 (meaning that codewords are gen-
erated by dataset1 and used them for retrieval on dataset2), the
Oxford/Oxford combination provides a mAP value of 0.673, against
a Paris/Oxford mAP of 0.494. In a recent work [26], to avoid to
recompute codewords at every dataset change, a particularly effec-
tive solution for cluster center adaptation, applicable to VLAD
descriptors, is proposed. This, combined with an appropriate nor-
malization step, shows a remarkable improvement when the code-
words are generated from a different dataset. It is significant to
note that the more different the codeword generation dataset is,
the worse the performance are. Although the proposed adaptation
is particularly efficient, it still requires to apply a transformation to
all VLAD descriptors of the dataset.

A different strategy was proposed in [3], in order to avoid code-
word generation completely, and in this way intrinsically remove
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